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Abstract
For partial differential equations of mixed elliptic-hyperbolic and degenerate types which are the Euler-Lagrange equations for an associated Lagrangian, invariance with respect to changes in independent and dependent variables is investigated, as are results in the classification of continuous one-parameter symmetry groups. For the variational and divergence symmetries, conservation laws are derived via the method of multipliers. The conservation laws resulting from anisotropic dilations are applied to prove uniqueness theorems for linear and nonlinear problems, and the invariance under dilations of the linear part is used to derive critical exponent phenomena and to obtain localized energy estimates for supercritical problems.
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1. Introduction
The association of conservation laws to the internal symmetries of a given partial differential equation that is the Euler-Lagrange equation associated to a Lagrangian is an old idea, going back to the work of E. Noether [23], which has been applied with
notable success in a wide range of primarily, but not exclusively, hyperbolic problems (cf. the Emmy Noether lecture given by Morawetz [22] at the International Congress of Mathematicians, Berlin, 1998). The associated conservation laws or, more generally, those associated to the linear part, when integrated have given rise to new energy estimates that in turn played a key role in results ranging from Morawetz’s analysis (see [21]) of the decay in time of $L^2$-norms in space for solutions to the linear wave equation vanishing on the exterior of a starlike obstacle to Christodoulou and Klainerman’s proof (see [5]) of the global stability of the Minkowski space in general relativity, as well as numerous results on decay, scattering, and regularity for nonlinear wave and Schrödinger equations. Moreover, invariance with respect to suitable scalings in nonlinear equations is well known to result in critical exponents related to concentration phenomena and the loss of compactness in both elliptic problems, as originated in the work of Brezis and Nirenberg [4], and hyperbolic problems, as is well summarized in the monograph of Strauss [31]. In addition, for two-dimensional problems, a conservation law locally gives rise to a potential function that under favorable circumstances can play a key role in uniqueness theorems, as was first shown by Morawetz [19] for a linear mixed-type problem.

The principal aim of this work is to bring these ideas to bear on equations of mixed elliptic-hyperbolic type in a systematic way by classifying the symmetries for an important class of model equations and then developing a basis for all of the associated conservation laws. This development is done in a global way by simultaneously treating the elliptic, hyperbolic, and type-changing regions and hence yields a type-independent tool for the treatment of mixed and degenerate equations. More precisely, we study conservation laws associated to partial differential equations of the form

$$K(y) \Delta_x u + \partial^2 y u + f(u) = 0, \tag{1.1}$$

where $(x, y) \in \mathbb{R}^N \times \mathbb{R}$, $\Delta_x$ is the Laplace operator on $\mathbb{R}^N$ with $N \geq 1$, $f \in C^0(\mathbb{R})$, and the coefficient $K \in C^0(\mathbb{R})$ satisfies

$$K(0) = 0 \quad \text{and} \quad K(y) \neq 0 \quad \text{for } y \neq 0 \tag{1.2}$$

so that the equation degenerates along the hypersurface $y = 0$. Our main interest is cases in which $K$ yields a change of type, that is, in which $K$ also satisfies

$$yK(y) > 0 \quad \text{for } y \neq 0 \tag{1.3}$$

so that the equation (1.1) is of mixed type (elliptic for $y > 0$ and hyperbolic for $y < 0$), although much of what is discussed depends only on (1.1) and (1.2). We see that the richest possible structure for the symmetries results when $K$ takes a pure power form

$$K(y) = y |y|^{m-1}, \quad m > 0, \tag{1.4}$$
in the mixed-type case or $\pm |y|^m$ in the purely elliptic/hyperbolic but degenerate cases. The linear part of equation (1.1) with (1.4) is known as the Gellerstedt equation, which was introduced in [11] for $N = 1$ and which includes the Tricomi equation (see [34]) when $K(y) = y$, while the choice $K(y) = y^2$ yields the degenerate elliptic Grushin equation (see [14]). Equation (1.1) is the Euler-Lagrange equation for the Lagrangian

$$\mathcal{L}_f(y, u, \nabla u) = \frac{1}{2} (K(y)|\nabla_x u|^2 + u_y^2) + F(u)$$

(1.5)

if $F$ is the primitive of $f$ which vanishes at the origin. In the linear homogeneous case, when $f = 0$, we simply write $\mathcal{L}$ in place of $\mathcal{L}_0$; that is,

$$\mathcal{L}(y, \nabla u) = \frac{1}{2} (K(y)|\nabla_x u|^2 + u_y^2).$$

(1.6)

In fact, the class defined by (1.1) – (1.3) represents the simplest examples of second-order equations of mixed type associated to a Lagrangian and hence is a natural class to investigate. Moreover, while the analysis can be done globally for this class, the resulting estimates can be localized near $y = 0$, and hence equation (1.1) can be viewed as a family of canonical forms for mixed-type equations associated to a Lagrangian, where the parameter $m$ gives the order of degeneration.

Our main results are as follows. The classification of all continuous one-parameter symmetry groups for equation (1.1) with power-type degeneration (1.4) (or $K(y) = \pm |y|^m$) is given in Section 2 and culminates in Theorem 2.5, whose complete proof is given in the appendix. One finds, apart from certain trivial symmetries in the linear homogeneous case, symmetries that generate conservation laws coming from

(1) translations in the space variables $x$,
(2) rotations in the space variables,
(3) certain anisotropic dilations, and
(4) inversion with respect to a well-chosen hypersurface.

The second family is present only in space dimension $N \geq 2$, and the last two families are present only for the pure power degeneracies (1.4) and for associated critical pure power nonlinearities. The associated conservation laws are derived in Section 3 using the multiplier method. To the best of our knowledge, all of these conservation laws are new, with the exception of the translation invariance law in $N = 1$, due to Morawetz [19], while the presence of the symmetries (1), (3), and (4) above were known for $N = 1$ for the Tricomi equation (see [12]). The dilation invariance law is strongly related to certain Pohožaev type identities that give the first examples of critical exponent phenomena in a mixed elliptic-hyperbolic setting (see [18]) analogous to those known in the elliptic setting starting from the work of Pohožaev [27]. Applications of the dilation invariance laws are then given. In Section 4, we prove uniqueness theorems for linear and nonlinear boundary value problems of mixed and degenerate types
in the plane \( N = 1 \). In the linear case, we obtain uniqueness under less restrictive geometric assumptions on the hyperbolic boundary than those for known results (see the discussion at the beginning of Section 4). This improvement is of interest for applications to transonic flow (see Section 6 for details). In the nonlinear case, we obtain a uniqueness result that can be read as the nonexistence of nontrivial solutions for a problem at critical growth and hence serves to extend the analogy between the elliptic Dirichlet problem and boundary value problems for mixed and degenerate equations with respect to existence of nontrivial solutions and critical growth. Nonexistence is shown for mixed and degenerate problems with supercritical growth in [18], while existence is obtained for subcritical growth in [17], and the current result sets the stage for Brezis-Nirenberg-type results in which one would attempt to recover existence at critical growth by introducing a suitable perturbation of the nonlinearity. In Section 5, we give some decay estimates for semilinear equations of degenerate hyperbolic type with supercritical growth. In particular, another critical exponent is derived by a dimensional analysis of the relevant energy functional and the concentration of the localized energy at a critical instant in time when the wave speed tends to zero is analyzed; the results so obtained extend to a degenerate hyperbolic situation the localized energy estimates of Struwe [33], Shatah and Struwe [29], and Grillakis [13]. Finally, some concluding remarks concerning physical and geometrical applications, as well as the underlying geometric structure of equations of the form (1.1), are given in Section 6.

2. Symmetry groups

In this section, we analyze the internal symmetries present in the mixed-type equation (1.1) in preparation for the derivation of the associated conservation laws. In order to render our treatment relatively self-contained, the basic notion and needed results from the theory of symmetry groups for differential equations is recalled using the book of Olver [24] as a constant point of reference.

2.1. Background notions

We begin by recalling that a group \( G \) is a symmetry group for a differential equation

\[
\mathcal{F}(x, u, Du, \ldots, D^k u) = 0, \quad k \in \mathbb{N},
\]

if one can define an action of \( G \) on the space of smooth solutions of (2.1); that is, if \( f(x) \) solves (2.1), then so does the transformed function \( \tilde{f} = g \cdot f \) for each \( g \in G \). We consider only continuous (not discrete) transformation groups \( G \) which act simultaneously on the dependent and independent variables. Such an action can be described in terms of the graph of the function \( f \) (see [24, Section 2.2]), where, in general, the symmetry groups are local symmetry groups in the sense that a given group action may be meaningful only on some potentially small neighborhood of each
given point in the domain of a differential equation or only for elements of the group near the identity. This local notion allows one to exploit a larger class of symmetries and results in infinitesimal techniques that can classify all such symmetries.

A stronger notion of a (local) symmetry group can be given for variational problems in which the differential equation (2.1) is the Euler-Lagrange equation associated to a Lagrangian. The linear part $L$ of (1.1) is of divergence form

$$L = \text{div}(K(y)\nabla_x, \partial_y)$$

with associated Lagrangian $\mathcal{L}_f$ given by (1.5) for which there is the following variational principle: Any sufficiently regular solution $u$ to equation (1.1) in $\Omega \subset \mathbb{R}^{N+1}$ is a stationary point of the functional

$$J(u) = \int_{\Omega} \mathcal{L}_f(y, u, \nabla u) \, dx \, dy$$

(2.2)

with respect to variations of $u$ of compact support, that is, with respect to variations $u_\epsilon = u + \epsilon \phi$, where $\phi \in C^\infty_0(\Omega)$ and $F$ is the primitive of $f \in C^0(\mathbb{R})$ which vanishes at the origin. A continuous and connected local group $G$ is said to be a variational symmetry group if the natural prolongation of the action of $G$ onto the Lagrangian leaves invariant the variational integral (2.2) (see [24, Section 4.2]). Concrete examples of variational symmetries are given in Section 2.2.

As a final preparatory remark, we recall that a given local symmetry group does not necessarily generate an associated conservation law; however, all variational symmetries do, as do the so-called divergence symmetries, whose definition is most easily given in infinitesimal terms. Such infinitesimal criteria can be used both to classify the symmetries and to construct the complete symmetry group under suitable general assumptions, as we do in Section 2.3.

2.2. Explicit group representations

First we consider invariance with respect to translations in $x \in \mathbb{R}^N$. In what follows, $\Omega$ is some arbitrary open set in $\mathbb{R}^N$ equipped with its standard basis $\{e_k : k = 1, \ldots, N\}$ and norm $| \cdot |$. It is obvious that if $u \in C^2(\Omega)$ is a solution of equation (1.1), then for each $k = 1, \ldots, N$,

$$u_{k;\epsilon}(x, y) = \mathcal{G}_{k;\epsilon}u(x, y) = u(x - \epsilon e_k, y)$$

(2.3)

is also a solution of (1.1) in the relevant translate of $\Omega$. Hence we have $N$ one-parameter symmetry groups of translations, which, by forming products of these generators, gives $\mathbb{R}^N$ as a symmetry group of translations in any $x$-direction. Moreover, each translation symmetry is a variational symmetry; that is, it preserves the functional $J$ of (2.2) in the following sense. Consider the simultaneous change of independent and dependent variables

$$(x, y, u) \mapsto (x^*, y^*, u^*) = (x + \epsilon x_0, y, u)$$

(2.4)
which gives the representation of the action of a general translation in the direction $x_0 \in \mathbb{R}^N$ on the total space of dependent and independent variables. A routine calculation shows that we have

$$J(u) = J(u^*) = \int_{\Omega^*} \left[ \frac{1}{2} (K(y^*)|\nabla_x u^*|^2 + (u_{y^*})^2) + F(u^*) \right] dx^* dy^*, \quad (2.5)$$

where $\Omega^*$ is the $\epsilon$-translate of $\Omega$ in the direction $x_0$. It is worth pointing out that equations involving the mixed/degenerate-type operator $L$ do not possess an invariance with respect to translations in $y$ and that this deficiency creates substantial differences with respect to the strictly hyperbolic case of the wave operator, in which one has invariance with respect to translation by a timelike variable.

Next, we turn to rotations in $x \in \mathbb{R}^N$. For each pair of natural numbers $j, k = 1, \ldots, N$ with $N \geq 2$ and $j < k$, if $A_{j,k;\epsilon}$ is the counterclockwise rotation by $\epsilon$ in the $x_j x_k$ plane and if $u \in C^2(\Omega)$ is a solution of equation (1.1), then so is

$$u_{j,k;\epsilon}(x, y) = R_{j,k;\epsilon} u(x, y) = u(A_{j,k;\epsilon} x, y) \quad (2.6)$$

in the rotated domain. Forming products of these generators, the orthogonal group $O(N)$ gives a variational symmetry group since one easily verifies (2.5) using the natural mapping

$$(x, y, u) \mapsto (x^*, y^*, u^*) = (A^{-1}(\epsilon) x, y, u), \quad (2.7)$$

where $A(\epsilon)$ is any smooth path in $O(N)$.

We now turn to anisotropic dilations. Here we specialize the type-change function $K(y)$, assuming that it has the pure power form (1.4). It is easy to verify that if $u \in C^2(\Omega)$ is a solution of the linear homogeneous equation

$$y|y|^{m-1} \Delta_x u + \partial_y^2 u = 0, \quad (2.8)$$

then the scaled function

$$u_\lambda(x, y) = S_\lambda u(x, y) = \lambda^{-p(m, N)} u(\lambda^{-(m+2)} x, \lambda^{-2} y), \quad (2.9)$$

where

$$p(m, N) = \frac{N(m + 2) - 2}{2} > 0, \quad (2.10)$$

is also a solution of (2.8) for $\lambda > 0$ and $(x, y)$ in a suitably scaled domain $\Omega^*$. Hence we have a multiplicative group $\mathbb{R}^+$ of anisotropic dilations as a symmetry group for the linear homogeneous equation. This symmetry is again variational as the functional $J$ is invariant with respect to the natural mapping

$$(x, y) \mapsto (x^*, y^*, u^*) = (\lambda^{m+2} x, \lambda^2 y, \lambda^{-p(m,N)} u), \quad (2.11)$$
where \( p(m, N) \) is defined by (2.10). In general, a semilinear equation does not have this symmetry group of dilations, but for a certain critical power nonlinearity it is true, as we will see. We note that the choice of the scaling factor \( \lambda^{-p(m,N)} \) is needed both to have variational symmetries and to allow for a symmetry in the critical semilinear case.

Finally, we turn to inversions. We begin with the following observation, which we record for future reference.

**Proposition 2.1**

Let \( u \in C^2(\Omega) \) be a solution to the Gellerstedt equation (2.8). Then the inverted and scaled function

\[
v(x, y) = \Phi u(x, y) = |d|^{-q(N,m)} u \left( \frac{x}{d^{1 - q(N,m)}}, \frac{y}{d^{2/(m+2)}} \right)
\]  

(2.12)

is also a solution in \( \Omega^* = \{(x, y) : (d^{-1}x, d^{-2/(m+2)}y) \in \Omega \} \setminus \{(x, y) : d = 0\}, \)

where

\[
q(m, N) = \frac{N(m + 2) - 2}{2(m + 2)} > 0
\]  

(2.13)

and

\[
d(x, y) = |x|^2 + \frac{4}{(m + 2)^2} y^m.
\]  

(2.14)

A few comments about this result are in order. The zero level set \( \Gamma_0 = d^{-1}(0) \) of the function \( d \) defined in (2.14) gives the backward characteristic cone for \( L \) with vertex at the origin. The inversion is performed with respect to the hypersurface \( \Gamma_1 = d^{-1}(1) \), which remains fixed, and the inversion preserves the orbits of the action of the anisotropic dilation group outside the solid backward light cone \( \Sigma_0 = d^{-1}((-\infty, 0]) \), as one sees from formula (2.12). Inside the cone \( \Sigma_0 \), the inversion in (2.12) does not preserve the orbits of this group; there is also a reflection with respect to the \( y \)-axis which is another symmetry in the equation. One could also extend the inversion (2.12) into \( \Sigma_0 \) in such a way as to preserve all of the orbits of the dilation group; namely,

\[
\tilde{v}(x, y) = \tilde{\Phi} u(x, y) = |d|^{-q(N,m)} u \left( \frac{x}{|d|^{1/q(N,m)}}, \frac{y}{d^{2/(m+2)}} \right).
\]  

(2.15)

The inversion (2.15) has the minor disadvantage that the multiplier \( Mu \) generated by (2.15) has a coefficient that is not \( C^1 \) for each \( m > 0 \), while the multiplier (3.5) generated by (2.12) has \( C^1 \) coefficients. The factor \( |d|^{-q(N,m)} \) is a singular solution of the Gellerstedt equation which, when cut off to \( \Sigma_0 \) or its complement, is proportional to a fundamental solution based at the origin, as is clearly explained in [2] for the case of the Tricomi equation. In two dimensions for the Tricomi operator (when \( N = 1 \) and \( m = 1 \)), the level curves of \( d \), with \( d > 0 \), are the so-called normal curves.
of Tricomi [34], which played an important role in the first works on mixed-type equations. The inversions described here are known in this classical case (see [12]), but are written down only in special local coordinates in the elliptic and hyperbolic half-planes, respectively.

In order to extract a symmetry group from the invariance (2.12) (or (2.15)), two problems need to be addressed: the action is discrete and is not everywhere defined, even in the case $\Omega = \mathbb{R}^{N+1}$. (There is a singularity along $d^{-1}(0)$.). This also happens for inversion with respect to light cones for the wave equation and can be resolved by conjugating some other invariance with respect to the inversion; translations in $x$ provide the solution. What results are $N$ local transformation groups (one for each translation in $\mathbb{R}^N$), which is the content of the following proposition.

**PROPOSITION 2.2**

Let $u \in C^2(\Omega)$ be a solution of the Gellerstedt equation (2.8) in $\Omega$, and let $(x_0, y_0) \in \Omega$ be fixed. Consider $k \in \mathbb{N}$ and $\epsilon \in \mathbb{R}$ with $1 \leq k \leq N$ and $|\epsilon|$ sufficiently small. Then the function

$$u_{k,\epsilon}(x, y) = \mathcal{I}_{k,\epsilon} u(x, y) = D_{k,\epsilon}^{-q(N,m)} u \left( \frac{x + \epsilon de_k}{D_{k,\epsilon}}, \frac{y}{D_{k,\epsilon}^{2/(m+2)}} \right)$$

(2.16)
gives a $C^2$-solution of (2.8) in a suitably transformed neighborhood $\Omega_{k,\epsilon}^*$ of $(x_0, y_0)$, where

$$D_{k,\epsilon}(x, y) = 1 + 2\epsilon x_k + \epsilon^2 d(x, y),$$

(2.17)
d$(x, y)$ is defined by (2.14), and $q(N, m)$ is defined by (2.13).

We limit ourselves to a few comments about the proof. The inversion operators employed are nothing other than the composition

$$\mathcal{I}_{k,\epsilon} = \Phi \circ \mathcal{T}_{k,\epsilon} \circ \Phi,$$

where $\Phi$ is the inversion map of (2.12) and $\mathcal{T}_{k,\epsilon}$ is the translation (2.3). Being a composition of three transformations that carry one solution into another, the function defined by (2.16) is a solution if it is well defined. One needs only the fact that $D_{k,\epsilon}$ defined by (2.17) is positive and that $(D_{k,\epsilon}^{-1}(x + \epsilon de_k), D_{k,\epsilon}^{-2/(m+2)} y)$ lies in the domain $\Omega$, which happens locally for $|\epsilon|$ small enough. In addition, we remark that, as happens in the case of the wave operator, these local symmetry groups of inversions are not variational, as one can check by using the natural mapping

$$(x, y, u) \mapsto (x^*, y^*, u^*) = \left( \frac{x - \epsilon de_k}{D_{k,\epsilon}^{-1}}, \frac{y}{D_{k,\epsilon}^{2/(m+2)}}, D_{k,\epsilon}^{-q(N,m)} u \right).$$

(2.18)

However, they are divergence symmetries, as is shown below.
2.3. Classifying the symmetries

We conclude Section 2 by addressing the question of whether the (local) one-parameter symmetry groups presented above generate the complete symmetry group for the linear homogeneous equation associated to (1.1). We begin by noting that each invariance previously considered is a combination of coordinate changes and scalings; sufficient conditions for having an invariance in the linear homogeneous case can be written as a nonlinear system of partial differential equations. We record this fact, which can be used to prove Propositions 2.1 and 2.2.

**Proposition 2.3**

If \( u \) is a solution to \( K(Y) \Delta Y u + \partial_2^2 u = 0 \) in a neighborhood \( \Omega \) of \((X_0, Y_0) = (X(x_0, y_0), Y(x_0, y_0)) \in \mathbb{R}^{N+1} \), then \( v(x, y) = \psi(x, y) u(X(x, y), Y(x, y)) \) is also a solution in a neighborhood \( \Omega^* \) of \((x_0, y_0) \), provided that the functions \( \psi, X = (X_1, \ldots, X_N), Y \) are \( C^2(\Omega^*) \) and satisfy the system; for \( j, k = 1, \ldots, N, j \neq k \),

\[
L \psi = LX_j = LY = 0,
\]

\[
\langle \nabla \psi, \nabla X_j \rangle_K = \langle \nabla \psi, \nabla Y \rangle_K = \langle \nabla X_j, \nabla Y \rangle_K = \langle \nabla X_j, \nabla X_k \rangle_K = 0,
\]

\[
\langle \nabla X_j, \nabla X_j \rangle_K = (K \circ Y)(\nabla Y, \nabla Y)_K,
\]

where \( L = K(y) \Delta_x + \partial_{yy}^2, K(y) \) satisfies (1.2), and \( \langle \nabla v, \nabla w \rangle_K := v_y w_y + K(y) \nabla_x v \cdot \nabla_x w \).

If one is able to construct, at least for \( |\epsilon| \) small, a smooth one-parameter family \( X(x, y; \epsilon), Y(x, y; \epsilon), \psi(x, y; \epsilon) \) of such transformations, as is done above, then one has sufficient conditions for the generator of a (local) one-parameter symmetry group. On the other hand, necessary and sufficient conditions can be obtained that theoretically allow for a complete calculation of the symmetry group via infinitesimal criteria. Such criteria require nondegeneracy hypotheses on the differential equation which are satisfied by the linear Gellerstedt equation (cf. formulas (A.2), (A.3)), as well as regularity in the coefficients. Hence, in order to apply directly this machinery in a global way, we consider the second-order linear homogeneous equation with smooth coefficients

\[
Lu = y^m \sum_{j=1}^{N} u_{x_j x_j} + u_{yy} = 0, \quad m \in \mathbb{N} = \{1, 2, \ldots\}, \quad (2.19)
\]

which is the mixed-type Gellerstedt equation with \( m \in N \) odd and the degenerate elliptic equation of Grushin type for \( m \in N \) even. However, the analysis shows that the resulting classification remains valid in general for \( K(y) = \pm |y|^m \) or \( y|y|^{m-1} \) with \( m > 0 \), as is noted below. The infinitesimal criteria for symmetry groups associated
to equation (2.19) are expressed in terms of the generating vector fields
\[ v = \sum_{i=1}^{N} \xi_i(x, y, u) \frac{\partial}{\partial x_i} + \eta(x, y, u) \frac{\partial}{\partial y} + \varphi(x, y, u) \frac{\partial}{\partial u}, \tag{2.20} \]
which act on an open subset \( M \) of the 0-jet space \( \mathbb{R}^{N+1} \times \mathbb{U}^{(0)} \simeq \mathbb{R}^{N+1} \times \mathbb{R} \) (the space of values for independent and dependent variables) together with the action of their prolongations onto higher-order jet spaces (which includes the values of higher-order derivatives of \( u \)). In particular, one has the following general result, which we state as a lemma in our situation (cf. [24, Theorems 2.71, 4.12, 4.34])

**Lemma 2.4**
Consider the nondegenerate differential equation (2.19) of second order and a smooth vector field \( v \) given by (2.20). Then
(a) \( v \) generates a local one-parameter group of symmetries for (2.19) if and only if
\[ \text{pr}^{(2)}(2) v \left[ y^m \sum_{j=1}^{N} u_{x_j x_j} + u_{yy} \right] = 0 \tag{2.21} \]
for every solution \( u \) of (2.19), where \( \text{pr}^{(2)} v \) is the second prolongation of \( v \) onto the 2-jet space \( \mathbb{R}^{N+1} \times \mathbb{U}^{(2)} \);
(b) \( v \) generates a one-parameter group of variational symmetries for (2.19) if and only if
\[ \text{pr}^{(1)}(1) v \left[ \mathcal{L}(y, u_{x_1}, \ldots, u_{x_N}, u_y) \right] + \mathcal{L}(y, u_{x_1}, \ldots, u_{x_N}, u_y) \text{Div} \Xi = 0, \tag{2.22} \]
where \( \text{pr}^{(1)}(1) v \) is the first prolongation of \( v \) onto the 1-jet space \( \mathbb{R}^{N+1} \times \mathbb{U}^{(1)} \), \( \mathcal{L}(y, u_{x_1}, \ldots, u_{x_N}, u_y) = \left( y^m \sum_{j=1}^{N} u_{x_j x_j}^2 + u_y^2 \right) / 2 \) is the Lagrangian associated to (2.19), and \( \text{Div} \) is the total divergence operator that acts via the chain rule on the vector-valued function \( \Xi = (\xi^1, \ldots, \xi^N, \eta) \).

A vector field \( v \) which satisfies (2.22) is called an infinitesimal variational symmetry of \( \mathcal{L} \), and since it generates a variational symmetry for the associated Euler-Lagrange equation, it produces a conservation law for the solutions of (2.19) by Noether’s theorem (cf. [24, Theorem 4.29]). A conservation law for (2.19) also results from the presence of an infinitesimal divergence symmetry that is a vector field \( v \) such that there exists a vector-valued function \( B = B(x, y, u) \) on the 0-jet space \( X \times \mathbb{U}^{(0)} \) such that
\[ \text{pr}^{(1)}(1) v \left[ \mathcal{L}(y, u_{x_1}, \ldots, u_{x_N}, u_y) \right] + \mathcal{L}(y, u_{x_1}, \ldots, u_{x_N}, u_y) \text{Div} \Xi = \text{Div} B, \tag{2.23} \]
where again \( \text{Div} \) is the total divergence operator (cf. [24, Section 4.4]).
The infinitesimal generators of the group actions by translation, dilation, rotation, and inversion considered above are computed via formulas (2.4), (2.9), (2.11), and (2.18) and yield

\[ v^T_k = \frac{\partial}{\partial x_k}, \quad k = 1, \ldots, N, \]  
\[ v^D = (m + 2)x \cdot \nabla_x + 2y \frac{\partial}{\partial y} - \frac{N(m + 2)}{2} u \frac{\partial}{\partial u}, \]  
\[ v^R_{jk} = x_k \frac{\partial}{\partial x_j} - x_j \frac{\partial}{\partial x_k}, \quad 1 \leq j < k \leq N, \]  
\[ v^I_k = -d(x, y) \frac{\partial}{\partial x_k} + 2x_k x \cdot \nabla_x + \frac{4}{m + 2} x_k y \frac{\partial}{\partial y} - \frac{N(m + 2)}{m + 2} u \frac{\partial}{\partial u}, \quad k = 1, \ldots, N. \]

These vector fields can be shown to generate almost all of the symmetry group for (2.19). The rest of the group comes from linearity and homogeneity; in particular, if \( u \) solves (2.19) in \( \Omega \), then for every \( \epsilon \in \mathbb{R} \) the functions \((1 + \epsilon)u \) and \( u + \epsilon \beta \) are also solutions for any solution \( \beta \) of (2.19). The infinitesimal generators of this trivial part of the symmetry group are

\[ v^u = u \frac{\partial}{\partial u} \quad \text{and} \quad v^\beta = \beta \frac{\partial}{\partial u}, \quad L\beta = 0. \]  

One has the following classification of the symmetries.

**THEOREM 2.5**

*For each open subset \( M \) of the 0-jet \( \mathbb{R}^{N+1} \times \mathbb{R} \), consider the set \( \mathcal{V}(M) \) of vector fields \( v \) with smooth coefficients in \( M \) as given by (2.20).*

(a) The set of infinitesimal generators \( v \) of a one-parameter symmetry group for equation (2.19) form an infinite-dimensional Lie subalgebra \( \mathcal{A}(M) \) of \( \mathcal{V}(M) \) with basis

\[ \{ v^u, v^\beta, v^T_k, v^D, v^R_{jk}, v^I_k : j, k = 1, \ldots, N, \quad k > j \}, \]  

where \( \beta \) is any solution of \( L\beta = 0 \) and the vector fields are defined by (2.24) – (2.28).

(b) The set of infinitesimal generators \( v \) of a one-parameter variational symmetry group for equation (2.19) form an \( (N + 2 + N(N - 1)/2) \)-dimensional Lie subalgebra of \( \mathcal{A}(M) \) with basis given by \( \{ v^\beta, v^T_k, v^D, v^R_{jk} : j, k = 1, \ldots, N, \quad k > j \} \), where \( \beta \) is any fixed constant.

(c) The set of infinitesimal generators \( v \) of a one-parameter group of divergence symmetries for equation (2.19) form an infinite-dimensional vector subspace
of $\mathcal{V}(M)$ with basis given by $\{v^\beta, v^T_k, v^D_k, v^R_{jk}, v^I_k : j, k = 1, \ldots, N, k > j\}$, where $\beta$ is any solution of $L\beta = 0$.

The proof of Theorem 2.5 essentially amounts to a sequence of lengthy but elementary calculations which, for completeness, are given in the appendix. Here we make only a few comments. The theorem effectively calculates the connected component of the identity of the full symmetry group for equation (2.19) since it is enough to exponentiate the generators to arrive at the corresponding connected local Lie group (cf. [24, Section 2.4, Corollary 2.40]). The coefficients of the generators are linear in $u$, and hence the neighborhood $M$ in the 0-jet can be chosen as $\Omega \times \mathbb{R}$, which also follows from the explicit representations of the group actions given above. Moreover, the classification continues to hold for $m \in \mathbb{R}^+ \setminus \mathbb{N}$ when the coefficients are not smooth as one can first apply the classification in the open components of $\mathbb{R}^{N+1} \setminus \{y = 0\}$ to obtain the symmetry groups over the components which have a continuous extension across the interface $\{y = 0\}$ using the representations of Section 2.2. Finally, we note that, as in the case of the Laplace and wave equations, the symmetry group is strongly related to the conformal transformations with respect to an underlying singular geometric structure (see Section 6 for details).

3. Associated conservation laws

Having classified the (local) variational and divergence symmetry groups for our mixed-type equations, we are now ready to derive the conservation laws that are generated by the symmetries. By a conservation law associated to a given second-order equation of the form $Lu + f(u) = 0$ with independent variables $(x, y)$ we mean a first-order equation in divergence form $\text{div}(U) = 0$ which must be satisfied by every sufficiently regular solution $u$ of the given equation. Here $U = U(x, y, u, \nabla u, f)$ is some vector field whose dependence on $u$ is generally strongly nonlinear. While Noether’s theorem (or its generalization) ensures the presence of a conservation law for each variational or divergence symmetry, and while there are also explicit formulas for the resulting conservation laws, we prefer to derive the conservation laws via the method of multipliers. This method is a differential version of the so-called $abc$ integral method of Friedrichs as first used by Protter [28] and developed into a general theory in [8] for obtaining energy inequalities. One multiplies the given equation by a first-order differential expression of the form

$$Mu = \sum_{j=1}^N a_j(x, y)u_{x_j} + b(x, y)u_y + c(x, y)u$$

(3.1)

and seeks to rewrite the equation $Mu(Lu + f(u)) = 0$ as the divergence of some $U$, where the coefficients $(a_1, \ldots, a_N, b, c)$ of the multiplier $Mu$ are to be determined.
In our case, since \( L = K(y)\Delta_x + \partial_y^2 \) is associated to a Lagrangian, a conservation law results by picking \( Mu \) as the first variation at the origin of a one-parameter family of transformed solutions under the action of a variational or divergence symmetry group (cf. [31, Section 2]). In fact, it suffices to pick \( Mu \) associated to the linear part, and subsequently one determines the admissible nonlinearities. The classification result Theorem 2.5 shows that \( Mu \) must have the form (3.1) for the nontrivial symmetries and gives the complete family of multipliers which are natural from an algebraic-geometric point of view for use in the \( abc \) integral method. Our preference for the multiplier method is due, in part, to the fact that even if a resulting combination does not yield a conservation law, it may be useful nonetheless, and all of the basic identities are clearly displayed as building blocks.

The first variations of the one-parameter families of transformed solutions under the action of the one-parameter groups of translation, rotation, dilation, and inversion are

\[
Mu = \frac{d}{d\epsilon} \mathcal{R}_{k;\epsilon} u \bigg|_{\epsilon=0} = -u_{xk}, \tag{3.2}
\]

\[
Mu = \frac{d}{d\epsilon} \mathcal{R}_{j,k;\epsilon} u \bigg|_{\epsilon=0} = x_j u_{xk} - x_k u_{xj}, \tag{3.3}
\]

\[
Mu = \frac{d}{d\lambda} \mathcal{S}_{\lambda} u \bigg|_{\lambda=1} = -(m+2)x \cdot \nabla_x u - 2yu_y - \frac{N(m+2) - 2}{2}u, \tag{3.4}
\]

\[
Mu = \frac{d}{d\epsilon} \mathcal{S}_{k;\epsilon} u \bigg|_{\epsilon=0} = d(x, y) u_{xk} - 2x_k x \cdot \nabla_x u - \frac{4}{m+2} x_k y u_y - \frac{N(m+2) - 2}{m+2} x_k u, \tag{3.5}
\]

where \( d(x, y) = |x|^2 + 4y|y|^{m+1}/(m+2)^2 \) is as introduced in (2.14) and we have used formulas (2.3), (2.6), (2.9), and (2.16). In addition, there are the trivial variational and divergence symmetries for the linear homogeneous equation whose one-parameter family of solutions is \( u + \epsilon \beta \) with \( \beta \) any solution of the equation. The first variation in \( \epsilon = 0 \) is \( \beta \) and hence is not of the form (3.1), but the choices of \( \beta \) constant and nonconstant give rise to the trivial conservation laws

\[
\text{div} (K(y)\nabla_x u, u_y) = 0,
\]

\[
\text{div} (K(y)(\beta \nabla_x u - u \nabla_x \beta), \beta u_y - u \beta_y) = 0.
\]

The first reflects the fact that the equation itself is in divergence form, and the second gives a so-called reciprocity relation but is of little interest for our purposes since it carries none of the particular structure of the equation.

Before stating the nontrivial conservation laws, we note that the space of multipliers to be used has as its generators \( u, u_y, u_{xj} \), which, when multiplying the equation
\( Lu + F'(u) = 0 \), yield the identities

\[
\text{div} \left( K(y) u \nabla_x u, uu_y \right) = u_y^2 + K(y)|\nabla_x u|^2 - u F'(u), \tag{3.6}
\]

\[
\text{div} \left( K(y) u y \nabla_x u, \frac{1}{2}(u_y^2 - K(y)|\nabla_x u|^2) + F(u) \right) = -\frac{1}{2} K'(y)|\nabla_x u|^2, \tag{3.7}
\]

\[
(F(u) - \mathcal{L}(y, \nabla u)) x_j + \text{div} \left[ u x_j \left( K(y) \nabla_x u, u_y \right) \right] = 0, \tag{3.8}
\]

respectively, where \( \mathcal{L}(y, \nabla u) \) is defined by (1.6). From (3.7), one sees that there is no conservation law in such equations associated to translations in \( y \) (one would need \( K \) constant), and from (3.8) one has the conservation law coming from translations in \( x_j \). For our purposes the following \textit{commutator identities} are also useful; those whose multipliers are \( y u \) and \( x_j u x_j \), respectively, yield

\[
\text{div} \left( y K(y) u y \nabla_x u, y \left( \frac{1}{2}(u_y^2 - K(y)|\nabla_x u|^2) + F(u) \right) \right) = \frac{1}{2} (u_y^2 - K(y)|\nabla_x u|^2) + F(u) - \frac{y}{2} K'(y)|\nabla_x u|^2 \tag{3.9}
\]

and

\[
[x_j(F(u) - \mathcal{L}(y, \nabla u))] x_j + \text{div} \left[ x_j u x_j \left( K(y) \nabla_x u, u_y \right) \right] = K(y) u x_j^2 - \mathcal{L}(y, \nabla u) + F(u). \tag{3.10}
\]

We are now ready to give the main results of this section. We assume from here on that \( u \) is a sufficiently smooth solution of the equation \( K(y) \Delta_x u + \partial_y^2 u + f(u) = 0 \) in some open set \( \Omega \subset \mathbb{R}^N \times \mathbb{R} \). Fixing an element \( a \in \mathbb{R}^N \), using \( Mu = a \cdot \nabla u \) as a multiplier which generates the translation in the direction \( a \), and exploiting identity (3.8), we find that \( u \) must satisfy the \textit{translation identity}

\[
\text{div} \left( (F(u) - \mathcal{L}(y, \nabla u)) a + (a \cdot \nabla_x u) K(y) \nabla_x u, (a \cdot \nabla_x u) u_y \right) = 0. \tag{3.11}
\]

This identity is a conservation law that in the purely hyperbolic case is interpreted as a conservation of linear momentum and is valid for any space dimension, for each type-change function \( K \), and for each nonlinearity \( f \). Another family of conservation laws comes from the invariance with respect to the spatial rotations generated by the multipliers (3.3), which yield the \textit{rotation identity} (where \( j \neq k = 1, \ldots, N \))

\[
\text{div} \left[ (x_j u x_k - x_k u x_j) K(y) \nabla_x u \right.
\]

\[
+ (F - \mathcal{L}(y, \nabla u))(x_j e_k - x_k e_j), (x_j u x_k - x_k u x_j) u_y \big] = 0. \tag{3.12}
\]

These identities are conservation laws, again valid for each \( K \) and \( f \), and can be interpreted as a conservation of angular momentum.
In order to implement symmetries of dilation and inversion type, we now specialize to the case of the semilinear Gellerstedt equation. By using the multiplier (3.4), which generates the invariance under anisotropic dilations for the homogeneous equation, a suitable linear combination of the identities (3.10), (3.9), and (3.6) yields the dilation identity

$$\text{div} \left( (m + 2)(F(u) - \mathcal{L}(y, \nabla u) x - y|y|^{m-1} Mu \nabla_x u, 2y(F(u) - \mathcal{L}(y, \nabla u)) \right)$$

$$- u_y Mu = (N(m + 2) + 2) F(u) - \frac{N(m + 2) - 2}{2} u F'(u),$$  \hspace{1cm} (3.13)

where $Mu$ is given by (3.4) and $\mathcal{L}(y, \nabla u)$ is defined in (1.6). One sees that this identity is a conservation law if and only if the nonlinearity $f$ satisfies

$$(N(m + 2) + 2) F(u) - \frac{N(m + 2) - 2}{2} u F'(u) = 0.$$  

This happens in particular for the linear homogeneous equation ($f = 0$), as well as for power-type nonlinearities $f(u) = Cu|u|^{p-2}$ with $C \in \mathbb{R}$, in the critical case

$$p = 2^*(N, m) = \frac{2(N(m + 2) + 2)}{N(m + 2) - 2}.  \hspace{1cm} (3.14)$$

This critical exponent $2^*(N, m)$ is the classical Sobolev exponent $2^*(d) = 2d/(d-2)$, where $d = 1 + N(m + 2)/2$ is the so-called homogeneous dimension of $\mathbb{R}^{N+1}$. That is, while the topological dimension of the space of independent variables $\mathbb{R}^{N+1}$ is of course $N + 1$, associated to the anisotropic scaling invariance for the degenerate operator $L$ there is a natural non-Euclidian metric (see [6]) whose metric balls of radius $r$ have Euclidian volume that grows like $r^d$. It is this homogeneous dimension $d$ and not the topological dimension $N + 1$ that controls the critical exponent phenomena, as has been observed in the analysis on certain Lie groups (see [10]) from which the term homogeneous dimension has been borrowed. The critical exponent (3.14) has been discussed by the authors in the case $N = 1$ (see [18]).

Finally, by using the multiplier (3.5), which generates the $k$th invariance under inversions in the homogeneous equation, we find the inversion identities (where $k = 1, \ldots, N$)

$$\text{div} \left( (2d(x, y)(F(u) - \mathcal{L}(y, \nabla u)) + \beta K(y) u^2) e_k - 4x_k (F(u) - \mathcal{L}(y, \nabla u)) x \right.$$  

$$+ \left( 2d(x, y) u_{x_k} - 4x_k (x \cdot \nabla_x u) - \frac{8x_k}{m+2} u_{y_k} - 2\beta x_k u \right) K(y) \nabla_x u,$$

$$2d(x, y) u_{x_k} u_y - 4x_k (x \cdot \nabla_x u) u_y - \frac{4x_k y}{m+2} (u_{y_k} - K(y)|\nabla_x u|^2 + 2F(u))$$

$$- 2\beta x_k uu_y \right) = 2x_k \left( \beta u F'(u) - \left( 2N + \frac{4}{m+2} \right) F(u) \right),  \hspace{1cm} (3.15)$$

where \( K(y), d(x, y), \) and \( \mathcal{L}(y, \nabla u) \) are given by (1.4), (2.14), and (1.6), respectively, and \( \beta = (N(m + 2) - 2)/(m + 2) \) is the coefficient of \( u \) in the inversion multiplier (3.5). These identities give conservation laws in both the linear homogeneous and critical semilinear cases with the same critical exponent as in the dilation case.

For future reference and to summarize the above discussion, we now give a few examples.

**Example 3.1** (Linear Tricomi equation in the plane)
Let \( u \in C^2(\Omega) \) solve the equation \( u_{yy} + yu_{xx} = 0 \) in an open subset \( \Omega \) of \( \mathbb{R}^2 \). Then one has conservation laws of translation, dilation, and inversion type; namely,

\[
\text{div}(yu_x^2 - u_y^2, 2u_xu_y) = 0, \tag{3.16}
\]
\[
\text{div}(yu_{xx} + 3xyu_x^2 + 4y^2u_xu_y - 3xu_y^2, uu_y - 2y^2u_x^2 + 6xu_xu_y + 2yu_y^2) = 0, \tag{3.17}
\]
\[
\text{div}((4y^3 - 9x^2)(yu_x^2 - u_y^2) - 24xyu_xu_y - 6xyu_x + 3yu^2, 2(4y^3 - 9x^2)u_xu_y - 12xy(u_x^2 - yu_y^2) - 6xu_{yy}) = 0. \tag{3.18}
\]

**Example 3.2** (Semilinear Gellerstedt equations with critical exponent in the plane)
Let \( u \in C^2(\Omega) \) solve the equation \( u_{yy} + K(y)u_{xx} + f(u) = 0 \) in an open subset \( \Omega \) of \( \mathbb{R}^2 \), where \( K(y) = y|y|^{m-1} \) and \( f(u) = Cu|u|^{p-2} \) with \( p = 2^*(1, m) = 2(m + 4)/m \) and primitive \( F(u) = C|u|^{p}/p \). Then one has conservation laws of translation, dilation, and inversion type; namely,

\[
\text{div}(K(y)u_x^2 - u_y^2 + 2F(u), 2u_xu_y) = 0, \tag{3.19}
\]
\[
\text{div}(mK(y)uu_x + (m + 2)xK(y)u_x^2 + 4yK(y)u_xu_y - (m + 2)xu_y^2 + 2(m + 2)xu_xu_y,
+ 2yu_x^2 + 4yF(u)) = 0, \tag{3.20}
\]
\[
\text{div}((4y^2K(y) - (m + 2)x^2)K(y)u_x^2 - u_y^2 + 2F(u)) - 8(m + 2)xyK(y)u_xu_y,
- 2m(m + 2)xK(y)uu_x + m(m + 2)K(y)u_x^2, 2(4y^2K(y) - (m + 2)x^2)u_xu_y,
- 4(m + 2)xy(u_y^2 - K(y)u_x^2 + 2F(u)) - 2m(m + 2)xu_{yy}) = 0. \tag{3.21}
\]

### 4. Uniqueness theorems
In this section, we consider the problem of uniqueness for sufficiently regular solutions to boundary value problems in the plane for linear and semilinear equations of mixed or degenerate type. It is well known that the question of what constitutes a well-posed problem for an equation of mixed type is a very delicate matter in which known results involve technical restrictions on the boundary geometry. Typically, data is placed only on a proper subset \( \Gamma \) of the hyperbolic boundary, and, in known results,
each component of \( \Gamma \) is assumed to be monotone. We show that for Gellerstedt equations, monotonicity of \( \Gamma \) can be weakened to a suitable starlike condition. Inspired by Morawetz’s use of translation invariance for a linear mixed-type equation, we exploit the *dilation potential*, whose existence is guaranteed by the conservation law generated by anisotropic dilations. In the linear case, our results are complementary to hers. On one hand, the monotonicity needed of her translation potential requires \( \Gamma \) to be monotone, while, on the other hand, our dilation potential exists only for a more restricted class of equations. Moreover, while the dilation potential remains monotone on starlike boundaries, it loses pointwise monotonicity on interior characteristic segments, but this difficulty is overcome by the use of a sharp Hardy-Sobolev inequality introduced in [18].

More precisely, we consider the equation

\[
Lu = u_{yy} + y|y|^{m-1}u_{xx} = f
\]

with \( m > 0 \) and \( f = f(x, y) \) or \( f = f(u) = Cu|u|^{p-2} \) with \( p = 2^*(1, m) = 2(m+4)/m \). We consider (4.1) in an open and bounded set \( \Omega \subset \mathbb{R}^2 \) with piecewise \( C^1 \)-boundary \( \partial \Omega \) such that \( \Omega \) is *star-shaped with respect to the flow of the vector field* \( D = -(m+2)x\partial_x - 2y\partial_y \) which generates the anisotropic dilation invariance. This means that for each \( (x_0, y_0) \in \overline{\Omega} \), one has \( \mathcal{F}_t(x_0, y_0) \in \overline{\Omega} \) for each \( t \in [0, +\infty] \), where \( \mathcal{F}_t(x_0, y_0) = (x_0e^{-(m+2)t}, y_0e^{-2t}) \) is the time-\( t \) flow of \( (x_0, y_0) \) along \( D \) (cf. [18, Definition 2.1]). We recall that \( \Omega \) is simply connected and has a *\( D \)-starlike boundary* in the sense that \(( (m+2)x, 2y) \cdot \nu(x, y) \geq 0 \) for each regular point \( (x, y) \in \partial \Omega \), where \( \nu \) is the exterior unit normal (cf. [18, Lemma 2.2]). Without loss of generality, we may assume that the origin is a boundary point of \( \Omega \) by exploiting the invariance with respect to translations in \( x \in \mathbb{R} \).

Our first uniqueness result is for the degenerate hyperbolic Goursat problem in which the domain \( \Omega^- \) is a curvilinear triangle in the hyperbolic region, where \( y < 0 \), with boundary \( AB \cup BC \cup \Gamma_1 \), where \( AB \) is the parabolic segment \( \{(x, 0) \in \mathbb{R}^2 : x_0 \leq x \leq 0 \} \), \( BC \) is the characteristic of \( L \) with positive slope which joins \( B = (0, 0) \) to some point \( C = (x_C, y_C) \) with \( x_C, y_C < 0 \), and \( \Gamma_1 \) is a piecewise \( C^1 \)-graph \( y = y(x) \) joining \( A = (x_0, 0) \) to \( C \) which is assumed to be subcharacteristic (for \( L \)) (i.e., one assumes \( 1 + y|y|^{m-1}(dy/dx)^2 \geq 0 \) along \( \Gamma_1 \)). We call such a domain a Goursat domain. We consider classical solutions in \( \Omega \), which is to say, \( u \in C^2(\Omega) \cap C^1(\overline{\Omega} \setminus \{A, B\}) \cap C^0(\overline{\Omega}) \), which is the optimal regularity that one expects for such mixed-type problems and enough regularity to ensure the validity of a maximum principle in the case \( \Gamma_1 \) characteristic (see [1]).

**THEOREM 4.1**

*Let \( \Omega^- \) be a Goursat domain that is star-shaped with respect to the vector field \( D = \)*
\(- (m + 2)x \partial_x - 2y \partial_y\) with \(\Gamma_1\) subcharacteristic. Let \(u\) be a classical solution of the Goursat problem: \(u\) satisfies (4.1) in \(\Omega^-\) with \(u = 0\) on \(AB \cup \Gamma_1\). Then \(u\) is unique.

**Proof**

The proof is given in 5 steps.

**Step 1 (Introduce the dilation potential).** Since the difference \(u\) of any two solutions satisfies \(Lu = 0\) in \(\Omega^-\), one has the conservation law \(\text{div}(U) = 0\), where the vector field \(U = (U_1, U_2)\) is given by substituting \(F = 0\) into (3.20). Since \(\Omega^-\) is simply connected, the conservative vector field \(V = (V_1, V_2) = (U_2, - U_1)\) admits a potential function \(\phi\); that is, one has

\[
\begin{align*}
\phi_x &= V_1 = U_2 = muu_y - 2|y|^{m+1}u_x^2 + 2(m + 2) y u_x u_y + 2y u_y^2, \\
\phi_y &= V_2 = - U_1 = -my |y|^{m-1} u_x - (m + 2) xy |y|^{m-1} u_x^2 \\
&
\quad - 4|y|^{m+1} u_x u_y + (m + 2) y u_y^2. 
\end{align*}
\]

(4.2)

(4.3)

In fact, using the star-shaped hypothesis, one can define

\[
\phi(P) = \int_{\gamma_P} V_1 dx + V_2 dy, \quad P \in \Omega^-,
\]

(4.4)

where \(\gamma_P\) is the oriented flow line of \(D\) from \(B = (0,0)\) to a generic point \(P\). This potential function vanishes at \(B\) and has regularity properties that depend on the regularity of \(u\). In particular, \(\phi \in C^2(\Omega^-) \cap C^1(\Omega^- \setminus \{A, B\}) \cap C^0(\overline{\Omega})\). One can arrive at \(\phi \in C^1(\overline{\Omega^-})\) if one assumes also that \(u_x, y u_x, x u_x \in C^0(\overline{\Omega^-})\).

**Step 2 (Examine \(\phi\)\(AB\)).** For each \(P = (x, 0) \in AB\), one can parametrize \(\gamma_P(t) = (-t, 0)\) with \(t \in [0, -x]\) to find

\[
\phi(x, 0) = - \int_0^{-x} V_1(-t, 0) dt
\]

so that

\[
\phi_x(x, 0) = V_1(x, 0) = mu u_y + 2(m + 2) xy u_x u_y,
\]

but \(u(x, 0) = 0\) for each \(x\), and one concludes that \(\phi\) is constant on \(AB\) and vanishes at \(B\), so it vanishes identically.

**Step 3 (Examine \(\phi\)\(\Gamma_1\)).** One defines \(\nu(x) = \phi(x, y(x))\), where \(x \in [x_0, 0]\). Since \(u = 0\) along \(\Gamma_1\), one has by (4.3) and (4.4) that \(\nu'(x) = V_1(x, y(x)) + V_2(x, y(x)) y'(x)\) is given by

\[
-(2y + (m + 2) xy') K u_x^2 + (2(m + 2)x - 4y K y') u_x u_y + (2y + (m + 2) xy') u_y^2,
\]

(4.5)
where \( K(y) = y|y|^{m-1} \). Now using the fact that \( u \equiv 0 \) on \( \Gamma_1 \), one has \( u_x = -u_y(dy/dx) \) on \( \Gamma_1 \), which when inserted into (4.5) gives the expression

\[

\nu'(x) = u_x^2 \left( 1 + y|y|^{m-1} \left( \frac{dy}{dx} \right)^2 \right) \left( 2y - (m+2)x \frac{dy}{dx} \right). \tag{4.6}
\]

Since \( \Gamma_1 \) is subcharacteristic and \( D \)-starlike, one has \( \nu'(x) \leq 0 \), and hence \( \phi \) is point-wise decreasing along \( \Gamma_1 \) from \( A \) to \( C \) with \( \max_{\Gamma_1} \phi = \phi(A) = 0 \).

**Step 4 (Examine \( \phi \) along characteristic segments).** For each \( P = (x_P, y_P) \in \Gamma_1 \), one considers the characteristic segment of positive slope \([P, Q]_+\) which connects \( P \) to a unique point \( Q = (\bar{x}, 0) \in AB \). This curve is given by \( (m+2)(x - \bar{x}) = -2(-y)^{(m+2)/2} \) and can be parametrized by

\[

\Gamma(t) = (x(t), y(t)) = \left( -\frac{2}{(m+2)}(-t)^{(m+2)/2} + \bar{x}, t \right), \quad t \in [y_P, 0]. \tag{4.7}
\]

One considers \( w(t) = \phi(\Gamma(t)) \) and finds that

\[

w'(t) = \frac{\partial}{\partial y} \phi(\Gamma(t)) + (-t)^{m/2} \phi_x(\Gamma(t)) = (\partial_+ \phi)(\Gamma(t)), \tag{4.8}
\]

where \( \partial_+ = \partial_y + (-y)^{m/2} \partial_x \) denotes the directional derivative along characteristics of positive slope. Using the identities (4.2) and (4.3), some calculation shows that

\[

\partial_+ \phi = m(-y)^{m/2}u\partial_+ u + ((m+2)x - 2(-y)^{(m+2)/2})(\partial_+ u)^2 \tag{4.9}
\]

and hence that \( w'(t) \) does not have a definite sign in general. However, integrating (4.8) along \([P, Q]_+\) and using the definition of \( w \) gives the identity

\[

\phi(Q) = \phi(P) + \int_{y_P}^{0} (\partial_+ \phi)(\Gamma(t)) \, dt. \tag{4.10}
\]

Furthermore, setting \( \psi(t) = u(\Gamma(t)) \), one has \( \psi'(t) = (\partial_+ u)(\Gamma(t)) \), and hence (4.9) and (4.10) give the identity

\[

\phi(Q) = \phi(P) + \int_{y_P}^{0} m(-t)^{m/2} \psi(t) \psi'(t) + ((m+2)x - 4(-t)^{(m+2)/2})(\psi'(t))^2 \, dt. \tag{4.11}
\]

Finally, integrating by parts on the first term in (4.11) and using the boundary condition, which implies that \( \psi(y_P) = 0 \), yields the identity

\[

\phi(Q) = \phi(P) + \int_{y_P}^{0} \frac{m^2}{4} (-t)^{(m-2)/2} \psi^2(t) + ((m+2)x - 4(-t)^{(m+2)/2})(\psi'(t))^2 \, dt, \tag{4.12}
\]
where the integral can be split into two pieces:

\[
\int_{y_p}^{0} (m + 2)\bar{x}(\psi'(t))^2 \, dt + \int_{y_p}^{0} \frac{m^2}{4}(-t)^{(m-2)/2}\psi^2(t) - 4(-t)^{(m+2)/2}(\psi'(t))^2 \, dt.
\]

(4.13)

Both integrals in (4.13) are nonpositive where one uses \( \bar{x} \leq 0 \) for the first integral and the Hardy-Sobolev inequality given in [18, Lemma 4.3] for the second integral; moreover, the integral in (4.12) is strictly negative unless either \( Q = B \) and \( P = C \) or \( \psi' \equiv 0 \). Hence \( \varphi(Q) \leq \varphi(P) \) for each characteristic segment \([P, Q]_+\) with strict inequality unless either \( Q = B \) and \( P = C \) or \( \psi' \equiv 0 \).

Step 5 (Show that \( u \) vanishes along characteristic segments). From Steps 2, 3, and 4, one has \( 0 = \varphi(A) \geq \varphi(P) \geq \varphi(Q) = 0 \) for each pair of points \( P \in \Gamma_1 \) and \( Q \in AB \) which are connected by a characteristic segment. Hence \( \varphi(P) = 0 \) for each \( P \in \Gamma_1 \). However, by the observation following formula (4.13), one must have \( \varphi(Q) \) strictly negative for each \( Q \in [A, B] \) unless \( \psi' \equiv 0 \) along \([P, Q]_+\). Since \( \varphi(Q) = 0 \), one has \( u \equiv 0 \) along \([P, Q]_+\) for each \( Q \in [A, B] \) and hence \( u \equiv 0 \) on \( \Omega^- \) by continuity, which completes the proof.

By using some elliptic and hyperbolic theory, one can modify the argument above to prove the following uniqueness result for mixed-type problems, provided that the starlike and subcharacteristic assumptions made on the various boundary arcs are made in the strict sense. We consider first the so-called Frankl problem, in which the domain \( \Omega \) consists of a Goursat domain which is capped off with an elliptic region; that is, the boundary is formed by \( \Gamma_1 \cup BC \cup \sigma \), where \( \Gamma_1, BC \) are subcharacteristic and characteristic arcs as defined above and \( \sigma \) is a piecewise \( C^1 \) simple arc in the elliptic region (where \( y > 0 \)) which connects \( A \) to \( B \) (which is again normalized to lie at the origin). Such a domain is called a Frankl domain.

**Theorem 4.2**

Let \( \Omega \) be a Frankl domain that is star-shaped with respect to the vector field \( D = -(m+2)x\partial_x - 2y\partial_y \). Assume that \( \Gamma_1 \) is strictly subcharacteristic and that \( \Gamma_1 \) and \( \sigma \) are strictly \( D \)-starlike; that is, \( 1 + y|y|^{m-1}(dy/dx)^2 > 0 \) along \( \Gamma_1 \) and \((m+2)x, 2y\cdot v > 0 \) along \( \Gamma_1 \cup \sigma \), where \( v \) is the exterior unit normal. Let \( u \) be a classical solution of the Frankl problem; \( u \) satisfies (4.1) in \( \Omega \) with \( u = 0 \) on \( \sigma \cup \Gamma_1 \). Then \( u \) is unique.

**Proof**

Given that \( \Omega \) is \( D \)-star-shaped, one introduces the dilation potential \( \varphi \) as in (4.4), which vanishes in \( B = (0, 0) \) and is defined on all of \( \overline{\Omega} \). As in Theorem 4.1, one analyzes the monotonicity properties of \( \varphi \) along various curves. First, using \( u = 0 \)
along $\Gamma_1$ and repeating Step 3 of the proof, one finds (4.6), and hence $\varphi$ is pointwise decreasing along $\Gamma_1$ and strictly decreasing along $\Gamma_1$ at each point $P$ such that $u_y(P) \neq 0$. Next, after choosing a piecewise $C^1$-parametrization $(x(t), y(t))$ for $\sigma$ with the orientation which leaves the interior of $\Omega$ on the left, one finds

$$\varphi'|_{\sigma}(t) = (u_x^2 + y^m u_x^2)((m + 2)x(t), 2y(t)) \cdot (-y'(t), x'(t)),$$

where the scalar product is strictly negative (at all but a finite number of points where the normal may not be defined). Hence $\varphi$ is decreasing along $\sigma$ (with respect to its orientation) and is strictly decreasing in each point $P$ such that $u_y(P) \neq 0$.

Finally, repeating the argument of Step 4, one again arrives at formula (4.12), which one needs now only for the characteristic segment $P = C, Q = B$ (and hence $\bar{x} = 0$). The Hardy-Sobolev inequality again yields $\varphi(B) \leq \varphi(C)$.

**CLAIM 1**

*One has $\varphi = 0 = u_y$ on $\sigma \cup \Gamma_1 = 0$.*

**Proof**

One has $\varphi(A) \geq \varphi(C) \geq \varphi(B) = 0$ by using the monotonicity along $\Gamma_1$ and the comparison along $[C, B]_\ast$. On the other hand, the monotonicity along $\sigma$ gives $\varphi(A) \leq \varphi(B) = 0$ and hence $\varphi(A) = 0$, which gives the claim for $\varphi$. Since $\varphi$ vanishes along $\sigma \cup \Gamma_1$, it is nowhere strictly monotone, and the observations above imply that $u_y$ must vanish identically along these curves.

As a result, one has $Lu = 0$ in $\Omega$ and $u = u_y = 0$ on $\sigma \cup \Gamma_1$, from which hyperbolic theory in $\Omega^-$ plus maximum principles in subdomains of $\Omega$ give $u \equiv 0$. The argument is by contradiction. Assume that $u \in C^0(\overline{\Omega})$ achieves a positive maximum $M = u(P_M)$ for some $P_M \in \overline{\Omega}$. (The argument for a negative minimum is analogous.) One has $P_M \notin \sigma \cup \Gamma_1$.

**CLAIM 2**

*One has $P_M \notin \Omega^-$.*

**Proof**

One decomposes $\Omega^-$ into two parts. One defines $\Omega^-_\ast$ as the characteristic triangle $ECB$, where $E = (x_E, 0)$ is the unique point on the $x$-axis connected to $C$ by a characteristic segment $[E, C]_\ast$ of negative slope. Since $\Gamma_1$ is subcharacteristic, $[E, C]_\ast$ lies entirely in $\Omega^- \setminus \Omega^-_\ast$. For each point $(x_0, y_0) \in \Omega^-_\ast$, consider the backward light cone $\Sigma_-(x_0, y_0)$ with vertex in $(x_0, y_0)$. One has that $y$ is a timelike variable for the strictly hyperbolic operator $L$, where $\Gamma_1 \cap \Sigma_-(x_0, y_0)$ is a spacelike curve for $L$ since $\Gamma_1$ is subcharacteristic. Hence the
value of \( u \) in \( \Omega^- \cap \Sigma_-(x_0, y_0) = \Omega^-_1 \setminus \Sigma_-(x_0, y_0) \) is uniquely determined by the Cauchy data on \( \Gamma_1 \cap \Sigma_-(x_0, y_0) \), which vanishes. Hence one has \( u = 0 \) in \( \Omega^-_1 \), and hence, by continuity, \( u = 0 \) on \( \Omega^-_1 \), so that \( P_M \notin \Omega^-_1 \). On \( \Omega^-_2 \), one may then apply the Agmon-Nirenberg-Protter maximum principle ([1, Theorem 1′]) since \( Lu = 0 \) and \( u = 0 \) on the characteristic \([E, C] \) which forms part of the boundary. Since \( P_M \) must also give a positive maximum for \( u \) over \( \Omega^-_2 \), their result applied to \( \Omega^-_2 \) shows that the maximum cannot occur on \( \Omega_2 \cup BC \). Hence the positive maximum over \( \Omega^- \) must occur along \( AB \), and hence one has the claim. (In fact, the maximum must occur along \( EB \) since \( u \) vanishes on \( \Omega^-_1 \).)

Hence \( P_M \in EB \cup \Omega^+ \), but \( P \in EB \) is impossible since \( u_y(P_M) > 0 \) in that case (see [1, Theorem 2′]). This leaves \( \Omega^+ \), which is impossible as well by the Hopf maximum principle applied to \( L \) which is strictly and uniformly elliptic on each elliptic subdomain. This completes the proof of Theorem 4.2.

It is clear that an analogous uniqueness theorem can be stated for other boundary value problems, in particular, for \( D \)-star-shaped Guderley-Morawetz domains in which one removes, from a noncharacteristic domain, a backward light cone with vertex at \( Q \) on the interior of the sonic line (where \( y = 0 \)). Translation invariance in \( x \) allows one to place \( Q \) at the origin and use the above arguments on both sides of \( Q \). We note that Theorem 4.1 includes also the case of the Tricomi problem in which \( \Gamma_1 \) is a characteristic; however, in that special boundary geometry the uniqueness result follows directly from the maximum principle of [1], as does the analog of Theorem 4.2 in the case of the Tricomi problem.

We finish this section with a uniqueness result for the Goursat problem for the semilinear Gellerstedt equation with critical exponent (see Example 3.2). The present result can be thought of as the nonexistence of nontrivial solutions and hence can be compared to [18, Theorem 4.5]. There are two differences here. The present result works at the critical exponent but with a negative constant multiplying the nonlinearity. This second aspect makes the result similar to the nonexistence of nontrivial solutions to \( \Delta u + f(u) = 0 \) with Dirichlet boundary conditions when \( sf(s) < 0 \) for \( s \neq 0 \). (One multiplies by \( u \) and integrates by parts.) In the present case, the corresponding Dirichlet integral is indefinite, and hence such a simple argument does not work here.

**Theorem 4.3**

Let \( \Omega^- \) be a Goursat domain that is star-shaped with respect to the vector field \( D = -(m+2)x\hat{e}_x - 2y\hat{e}_y \). Assume that \( \Gamma_1 \) is subcharacteristic. Let \( u \) be a classical solution of the semilinear Goursat problem: \( u \) satisfies \( y|y|^{m-1}u_{xx} + u_{yy} + Cu|u|^{p-2} = 0 \) in
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\( \Omega^- \) with \( u = 0 \) on \( AB \cup \Gamma_1 \), where \( C \leq 0 \) and \( p = 2^*(1, m) = 2(m+4)/m \). Then \( u \equiv 0 \) on \( \overline{\Omega^-} \).

Sketch of the proof

The argument is that of Theorem 4.1, where one checks that the critical power nonlinearity generates a new potential \( \Phi \), which is related to the linear potential \( \varphi \) via

\[
\nabla \Phi = \nabla \varphi + (4y, -2(m+2)x)F(u),
\]

where \( F(u) = C|u|^p/p \) is the primitive vanishing for \( u = 0 \). In particular, the monotonicity along \( \Gamma_1 \cup AB \), which depends on \( \nabla \Phi \), is unchanged since \( u = F(u) = 0 \) there. As for the comparison along characteristic segments \([P, Q]_+\) for \( P \in \Gamma_1, Q \in AB \), the analog of formulas (4.12) and (4.13) becomes

\[
\Phi(Q) = \Phi(P) + \int_{y_P}^{0} \left( \frac{m^2}{4}(-t)^{(m-2)/2}\psi^2(t) - 4(-t)^{(m+2)/2}\psi'(t)^2 \right) dt
\]

\[
+ (m+2)x \int_{y_P}^{0} \left( \psi'(t)^2 - 2F(\psi(t)) \right) dt,
\]

where again \( \psi(t) = u(\Gamma(t)) \) with \( \Gamma(t) \) parameterizing \([P, Q]_+\) as in (4.7). In fact, using (4.14), the term in the integrand coming from nonlinearity is

\[
-2F(\psi(t))((m+2)x(t) - 2y(t)x'(t)) = -2(m+2)xF(\psi(t)).
\]

The integrals in (4.15) are nonpositive: the first by the Hardy-Sobolev inequality and the second using \( \bar{x} \leq 0 \) and the form of \( F(\psi) = C|\psi|^p/p \) with \( C \leq 0 \). Hence one has \( \Phi(Q) \leq \Phi(P) \) with strict inequality unless \( P = C \) and \( Q = B \) or \( u \equiv 0 \) along \([P, Q]_+\). As in Theorem 4.1, one concludes that \( u \equiv 0 \) on all of \( \Omega^- \).

5. Energy estimates for problems with supercritical growth

In this section, we exploit the invariance under anisotropic dilations (of the linear part) to the problem of obtaining localized energy estimates for semilinear equations of degenerate hyperbolic type. In particular, we are interested in a priori estimates that give information on the solutions as the time variable tends to a critical instant in which the wave speed tends to zero as a power of the time variable. Beginning with the work of Struwe [33] for radial solutions in \( \mathbb{R}^3 \), such estimates have been obtained for semilinear wave equations at critical and supercritical growth and provide a key step toward proving the global regularity of solutions to the Cauchy problem without small initial energy assumptions. When combined with \((L^p - L^q)\)-estimates of Strichartz type (see [32]), regularity for critical growth problems has been proven in higher dimensions and for not-necessarily-radial solutions (see [29], [13]). From the point of
view of mixed-type equations, the estimates we derive give some $L^p$-control coming from the hyperbolic side.

We begin by noting the presence of another notion of critical growth for semilinear Gellerstedt equations,

$$y|y|^{m-1} \Delta_x u + \partial_{\gamma}^2 u + u|u|^{p-2} = 0, \quad m > 0, \quad p \geq 1,$$

(5.1)

which for $y \leq 0$ can be thought of as a semilinear wave equation with variable wave speed $|y|^m$ which tends to zero as the timelike variable $y$ tends to zero. The exponent

$$2^{**} = 2^{**}(N, m) = \frac{2N(m + 2)}{N(m + 2) - 4}$$

(5.2)

can be shown to be critical for the total energy functional at time $y$,

$$E(u; y) = \int_{\mathbb{R}^N} \left( \frac{1}{2} (u_y^2 + |y|^m |\nabla_x u|^2) + \frac{1}{p} |u|^p \right) dx,$$

via dimensional analysis (see [30] for the case of wave equations). Indeed, by setting $l$ as a dimension of length for $y$ and $l^\delta$ as a dimension of length for each component $x_j$ with $j = 1, \ldots, N$, one must choose $\delta = (m + 2)/2$ in order to balance the units in the operator $L$. It follows that

$$\dim(u) = l^{-2/(p-2)}$$

and hence that the energy is dimensionless for $p = 2^{**}$ and has positive (negative) dimension for $p$ greater (less) than $2^{**}$. We note that $2^{**} = 2N^*/(N^* - 2)$ is the classical Sobolev exponent for $N^* = N\delta = N(m + 2)/2$, the homogeneous dimension of the space variables $x \in \mathbb{R}^N$, as explained in Section 3. In this section, by critical growth we mean $p = 2^{**}(N, m) > 2^*(N, m)$, where $2^*$ is given by (3.14).

Before giving the results, we establish some notation that is used throughout. For $S, T \leq 0$, we denote by

$$K_S^T = \{(x, y) \in \mathbb{R}^{N+1} : (m + 2)|x| < 2(-y)^{(m+2)/2}, \quad S < y < T\}$$

the truncated backward light cone with vertex at the origin whose boundary is the union of two balls $D(S) \cup D(T)$, where

$$D(y) = \{(x, y) \in \mathbb{R}^{N+1} : (m + 2)|x| \leq 2(-y)^{(m+2)/2}\}, \quad y < 0,$$

and the mantle

$$M_S^T = \partial K_S^T \setminus (D(S) \cup D(T)).$$

We omit the superscript $T$ in the case $T = 0$. We also denote the localized energy on $D(y)$ by
\[ E(u; D(y)) = \int_{D(y)} \left( \frac{1}{2} (u_y^2 + |y|^m \nabla_x u|^2) + F(u) \right) dx, \quad (5.3) \]

where \( F(u) \) is always assumed to be nonnegative. The choice of placing the vertex of \( K_S \) at the origin with respect to the space variables is no restriction due to the translation invariance in \( x \).

We begin with a local energy identity.

**Lemma 5.1**

Let \( u \) be a classical solution of (5.1) in \( K_T \). Then

\[ E(u; D(S)) = E(u; D(T)) + \text{Flux}(u; M_T) + \frac{1}{2} \int_{K_T} m |y|^{m-1} |\nabla_x u|^2 \, dx \, dy, \quad (5.4) \]

where

\[ \text{Flux}(u; M_T) = \int_{M_T} \left( y |y|^{m-1} u_y \nabla_x u, \frac{1}{2} (u_y^2 + |y|^m |\nabla_x u|^2) + F(u) \right) \cdot \nu \, d\sigma \geq 0 \quad (5.5) \]

and where \( \nu \) is the exterior unit normal and \( E \) is defined by (5.3).

**Proof**

One merely takes the \( u_y \) multiplier identity (3.7) with \( K(y) = -|y|^m \),

\[ \text{div} \left( y |y|^{m-1} u_y \nabla_x u, \frac{1}{2} (u_y^2 + |y|^m |\nabla_x u|^2) + F(u) \right) = -\frac{m}{2} |y|^{m-1} |\nabla_x u|^2, \]

integrates it over \( K_T \), and applies the divergence theorem to find (5.4) and the expression (5.5) for \( \text{Flux}(u; M_T) \). It remains only to show that the flux is nonnegative. One has

\[ \nu = (1 + |y|^m)^{-1/2} \left( \frac{x}{|x|}, |y|^{m/2} \right), \quad (5.6) \]

and hence a short calculation shows that the flux is given by

\[ \text{Flux}(u; M_T) = \int_{M_T} \frac{|y|^{m/2}}{(1 + |y|^m)^{1/2}} \left( F(u) + \frac{1}{2} |y|^{m/2} \nabla_x u - \frac{x}{|x|} u_y \right) \, d\sigma, \quad (5.7) \]

which is nonnegative if \( F(u) \geq 0 \).

From Lemma 5.1, since all of the terms in formula (5.4) are nonnegative, one sees that \( E(u; D(T)) \leq E(u; D(S)) \), and so the localized energy decreases as \( y < 0 \) increases and is bounded below by zero, which yields

\[ \lim_{y \to 0^-} E(u; D(y)) = E_0 \geq 0. \quad (5.8) \]
Moreover, by fixing \( S < 0 \) and letting \( T \) tend to zero, one finds that the last two terms in (5.4) are increasing and bounded from above and hence admit finite limits \( \text{Flux}(M_S) \) and \( G(S) \), respectively, which satisfy the relation

\[
E(u; D(S)) = E_0 + \text{Flux}(M_S) + G(S). \tag{5.9}
\]

It follows that the last two terms in (5.9) admit finite (nonnegative) limits for \( S \to 0^- \), which must then be zero. As a result, while there may be local energy concentration along the balls \( D(S) \) for \( S \to 0^- \) since \( E_0 > 0 \) is possible, there cannot be concentration of the flux along the mantles \( M_S \) or of the \( L^2 \)-norm of \( |y|^{(m-1)/2} |\nabla_x u| \) along the solid backward light cones \( K_S \). Our main result shows that for supercritical problems, the potential energy \( \int_{D(S)} |u|^p / p \, dx \) cannot concentrate along balls (cf. [30, Lemma 6.1]).

**Theorem 5.2**

Let \( u \) be a classical solution of \( u_{yy} - |y|^m \Delta_x u + |u|^{p-2} u = 0 \) on \( K_S \) with \( N \geq 3 \), \( S < 0 \), and \( p > 2^*(N,m) > 2 \) with \( 2^* \) given by (5.2). Then there exist constants \( C = C(N,m,p) > 0 \) and \( \alpha = \alpha(N,m,p) > 1 \) such that \( -\alpha - 1 + N(m+2)(p-2)/2p > 0 \) and

\[
\int_{D(S)} |u|^p \, dx \leq C |S|^\alpha E(u; D(S)) + |S|^{-\alpha-1} |S|^{-N(m+2)(p-2)/2p} \text{Flux}(u; D(S))^{2/p}
\]

\[
+ \text{Flux}(u; M_S) + \text{Flux}(u; M_S)^{2/p}), \tag{5.10}
\]

and hence \( \int_{D(S)} |u|^p \, dx \to 0 \) for \( S \to 0^- \).

**Proof**

For \( S < T < 0 \), one integrates the dilation identity (3.13) over the truncated cone \( K_S^T \) and applies the divergence theorem to find that

\[
- \int_{D(S)} Q \, dx + \int_{D(T)} Q \, dx + \int_{M_S^T} (P, Q) \cdot v \, d\sigma + \int_{K_S^T} R \, dx \, dy = 0, \tag{5.11}
\]

where

\[
Q = y \left( u_y^2 + |y|^m |\nabla_x u|^2 + \frac{2}{p} |u|^p \right) + u_y ((m+2)x \cdot \nabla_x u + y u),
\]

\[
P = \frac{(m+2)}{2} \left( - u_y^2 + |y|^m |\nabla_x u|^2 + \frac{2}{p} |u|^p \right) x
\]

\[
- |y|^m ((m+2)x \cdot \nabla_x u + 2yu_y + y u) \nabla_x u,
\]

\[
R = |u|^p \left( y - \frac{N(m+2) + 2}{p} \right)
\]
and where we have denoted by $\gamma = (N(m + 2) - 2)/2$ the coefficient of $u$ in the
dilation multiplier (3.4). Separating out the potential energy on $D(S)$ from the first
integral in (5.11), one finds the identity

$$
2S \int_{D(S)} |u|^p / p \, dx = - \int_{D(S)} \tilde{Q} \, dx + \int_{D(T)} Q \, dx \\
+ \int_{M_T^S} (P, Q) \cdot v \, ds + \int_{K_T^S} R \, dx \, dy,
$$

where we have denoted $\tilde{Q} = Q - 2 |u|^p / p$.

In order to arrive at estimate (5.10), the plan is as follows.

1. Estimate from below the terms to the right in (5.12) (by quantities that are
   either $o(1)$ for $T \to 0^-$ or $o(|S|^\alpha)$ for $S \to 0^-$ with $\alpha > 1$).
2. Divide by $S < 0$.
3. Take the limit as $T \to 0^-$.

We begin by noting that $IV \geq 0$ if $p \geq 2^*(N, m)$ and hence if $p > 2^*(N, m)$. For
the integral $-I$, one notes that $\tilde{Q} = y(u_x^2 + |y|^m |\nabla_x u|^2) + u_y((m + 2)(x \cdot \nabla_x u) + \gamma u)$
can be rewritten as

$$
\tilde{Q} = y(\tilde{\nabla}_x u^2 - u^2) + y(\partial_+ u)^2 + \gamma uu_y,
$$

where $\tilde{\nabla}_x = |y|^{m/2} \nabla_x$ is a weighted gradient and

$$
\partial_r = \frac{m + 2}{2y}(x \cdot \nabla_x), \quad \partial_+ = \partial_\gamma + \partial_r
$$

are suitable directional derivatives, the first being radial and the second being tangen-
tial along $M_T^S$. On $K_T^S$, where $(m + 2)|x| \leq 2 |y|^{(m+2)/2}$, one has $u_r^2 \leq |\tilde{\nabla}_x u|^2$ and hence

$$
-I \geq -\gamma \int_{D(S)} uu_y \, dx.
$$

This integral can be estimated via Young’s inequality with $|S|^\alpha$ as a parameter and
Hölder’s inequality to give

$$
\left| \int_{D(S)} uu_y \, dx \right| \leq 2 |S|^\alpha E(u; D(S)) + 4^{-1} |S|^{-\alpha} \int_{D(S)} u^2 \, dx \\
\leq C(|S|^\alpha E(u; D(S)) + |S|^{-\alpha + N(m+2)(p-2)/2p} E(u; (D(S))^{2/p}),
$$

where we have used $|D(S)| = C_{N,m} |S|^{N(m+2)/2}$. Hence there exists $C_1 > 0$ such that

$$
-I \geq C_1 S(|S|^{\alpha - 1} E(u; D(S)) + |S|^{-\alpha - 1 + N(m+2)(p-2)/2p} E(u; (D(S))^{2/p}), \quad (5.14)
$$
where we need to ensure that \( \alpha > 1 \) can be chosen in such a way as to have \(-\alpha + N(m+2)(p-2)/2p > 1\). Assuming that \( p = 2^* + \epsilon \) for some \( \epsilon > 0 \), it suffices to pick \( \alpha = 1 + \delta \) with \( \delta > 0 \) such that

\[
2\delta < N(m+2) - 4 \quad \text{and} \quad \delta < \frac{\epsilon (N(m+2) - 4)}{4N(m+2) + 2\epsilon (N(m+2) - 4)}. \tag{5.15}
\]

To estimate \( I_{II} \) from below, we rewrite the integral as

\[
I_{II} = \int_{M_S^T} \left( \frac{|y|^{m/2}}{(1+|y|^m)^{1/2}} (2\gamma (\partial_+ u)^2 + \gamma u \partial_+ u) \right) d\sigma
\]

where we have used expressions (5.6) and (5.13) for the external normal on \( M_S^T \) and the directional derivative \( \partial_+ u \) and have represented \( M_S^T \) as a graph \( y = \gamma(x) = -(m+2)|x|^{2/(m+2)} \) over the domain \( D(S) \setminus D(T) \). Introducing \( u(x) = u(x,g(x)) \), one finds that

\[
\partial_+ u(x,g(x)) = u_y(x,g(x)) + m + 2 \frac{g(x)}{2g} (x \cdot \nabla_x u)(x,g(x)) = m + 2 \frac{g(x)}{2g} (x \cdot \nabla v)(x),
\]

so that (5.16) becomes

\[
I_{II} = \int_{D(S) \setminus D(T)} \left( 2g \frac{m + 2}{2g} (x \cdot \nabla v)^2 + \gamma \frac{m + 2}{2g} \sigma x \cdot \nabla v \right) dx. \tag{5.17}
\]

Completing the square in the integrand of (5.17) and integrating by parts yields

\[
I_{II} = \int_{D(S) \setminus D(T)} \frac{1}{2g(x)} [(m + 2)x \cdot \nabla v + \gamma v]^2 dx
- \frac{\gamma}{4} \left( m + 2 \right) \int_{\partial(D(S) \setminus D(T))} \frac{1}{g(x)} \sigma x \cdot v d\sigma,
\]

where we recall \( \gamma = (N(m+2) - 2)/2 \). Hence one has

\[
I_{II} = \int_{D(S) \setminus D(T)} \frac{1}{2g(x)} [2g(x) \partial_+ u(x,g(x)) + \gamma u(x,g(x))]^2 dx
+ \frac{\gamma}{2} |S|^{m/2} u^2 d\sigma - \frac{\gamma}{2} |T|^{m/2} \int_{\partial(D(T))} u^2 d\sigma
\geq A - B := \int_{D(S) \setminus D(T)} \frac{1}{2\gamma} [2\gamma \partial_+ u + \gamma u]^2 dx - \frac{\gamma}{2} |T|^{m/2} \int_{\partial(D(T))} u^2 d\sigma,
\]

(5.18)
where in the last formula \(u\) and its derivatives are calculated in \((x, g(x))\) and \(y = g(x) < 0\).

The expression \(A\) can be estimated from below by flux integrals, where we rewrite (5.7) as

\[
\text{Flux}(u; M_S^T) = \int_{D(S) \setminus D(T)} \left( \frac{|u|^p}{p} + \frac{1}{2} |\tilde{\nabla} u|^2 \right) dx
\]

by parameterizing \(M_S^T\) as above and defining

\[
\tilde{\nabla} u = |y|^{m/2} \nabla_x u - \frac{x}{|x|} u_y.
\]

The integrand of \(A\) in (5.18) satisfies

\[
\frac{1}{2y^2} [2y \partial_+ u + y u]^2 = \frac{1}{2y} \left[ 2y \left( \frac{-x}{|x|} \cdot \tilde{\nabla} u \right) + y u \right]^2 \geq 4y|\tilde{\nabla} u|^2 + \frac{1}{2} y^2 u^2,
\]

from which it follows that

\[
A \geq 8SF\text{Flux}(u; M_S^T) + \gamma^2 \int_{D(S) \setminus D(T)} \frac{u^2}{y} dx
\]

\[
\geq 8SF\text{Flux}(u; M_S^T) + \gamma^2 S \int_{D(S)} \frac{u^2}{y^2} dx.
\] (5.19)

Then, by Hölder’s inequality, one has

\[
\int_{D(S)} \frac{u^2}{y^2} dx \leq C \left( \int_{D(S)} |x|^{-2p/(p-2)} dx \right)^{(p-2)/p} \left( \int_{D(S)} |u|^p dx \right)^{2/p} \leq C_2 \text{Flux}(u; M_S)^{2/p}
\] (5.20)

with \(C_2 > 0\) finite for \(p > 2^{**}\). Combining (5.18), (5.19), and (5.20) with the monotonicity of the flux in \(T\) yields \(C_3 > 0\) such that

\[
III \geq C_3 S \left( \text{Flux}(u; M_S) + \text{Flux}(u; M_S)^{2/p} \right) - \frac{\gamma}{2} |T|^{m/2} \int_{\partial D(T)} u^2 d\sigma.
\] (5.21)

Now, combining (5.12) with (5.14), (5.21), and the fact that \(IV \geq 0\) yields

\[
\int_{D(S)} |u|^p dx \leq C \left( |S|^{a-1} E(u; D(S)) + |S|^{-a-1+N(m+2)/(p-2)} \right) E(u; D(S))^{2/p} \]

\[
+ \text{Flux}(u; M_S) + \text{Flux}(u; M_S)^{2/p} \]

\[
+ \frac{p}{2S} \left( II - \frac{\gamma}{2} |T|^{m/2} \int_{\partial D(T)} u^2 d\sigma \right),
\]

which gives the desired inequality (5.10) if the last two terms tend to zero with \(T\).
CLAIM 1
One has \(II = \int_{D(T)} Q \, dx \to 0\) for \(T \to 0^−\).

Proof
Indeed, one splits \(Q = 2ye + u_y((m + 2)x \cdot \nabla_x u + \gamma u)\), where \(e = (u_y^2 + |y|^m |\nabla_x u|^2)^{1/2} + |u|^p / p\) is the energy density associated to (5.3). Applying Young’s inequality with \(|T|\) as a parameter gives
\[
|u_y((m + 2)x \cdot \nabla_x u + \gamma u)| \leq |T|(u_y^2 + 4^{-1}|T|^{-2}(m + 2)x \cdot \nabla_x u + \gamma u)^2),
\]
where \((m + 2)|x| \leq 2|T|^{(m+2)/2}\) on \(D(T)\), and hence a short calculation shows that
\[
|Q|_{D(T)} \leq |T|(8e + 2^{-1}|T|^{-2}y^2u^2).
\]
Thus, by Hölder’s inequality, one has
\[
|II| \leq C|T|(|E(u; D(T))| + |T|^{-2+N(m+2)(p-2)/2p}E(u; D(T))^{2/p}),
\]
where the exponent \(-2 + N(m + 2)(p - 2)/2p\) is nonnegative for \(p \geq p^**(N, m)\), which completes the claim by (5.8).

CLAIM 2
One has \(|T|^{m/2} \int_{\partial D(T)} u^2 \, d\sigma \to 0\) for \(T \to 0^−\).

Proof
It is enough to show that there exist \(\alpha, \beta, q > 0\) such that
\[
|T|^{m/2} \int_{\partial D(T)} u^2 \, d\sigma \leq C(|T|^\alpha E(u; D(T)) + |T|^\beta E(u; D(T))^q).
\]
(5.22)
This follows from Hölder’s inequality after exploiting the inequality
\[
\int_{\partial B_R} u^2 \, d\sigma \leq \frac{N + 1}{R} \int_{B_R} u^2 \, dx + R \int_{B_R} |\nabla_x u|^2 \, dx,
\]
which holds for regular functions on the ball \(B_R\) of radius \(R\) in \(\mathbb{R}^N\), which we apply on \(D(T) = B_R\) with \((m + 2)R = 2|T|^{(m+2)/2}\). One finds the estimate (5.22) with \(q = 2/p, \alpha = 1, \beta = -1 + N(m + 2)(p - 2)/2p, \) where \(\beta > 0\) if \(p > 2N(m + 2)/[N(m + 2) - 2]\) and hence if \(p \geq p^**(N, m)\). This completes the proof of the claim.

Hence Theorem 5.2 is proved.
Remarks. The restriction $N \geq 3$ is used primarily in estimate (5.20) for $I I I$ but also ensures that the left-hand member in (5.15) is positive. The argument leading to (5.14) exploits supercritical growth, which can be adjusted to the case of critical growth using a different lower estimate for $\tilde{Q}$ in the first integral of (5.12) (analogous to the estimate used in [30]). The needed sign condition holds provided $N \geq 4$, and hence Theorem 5.2 holds for critical growth if $N \geq 4$.

6. Concluding remarks
In this section, we collect some comments on our results concerning the underlying geometric structure and applications of equations of the form (1.1). We begin by noting that mixed-type equations of the form (1.1) arise in a wide variety of problems with a very particular structure. The oldest and most well-studied occurs in the plane in the context of modeling transonic flow, as originated in the work of Frankl [7]. One considers a planar, irrotational, stationary, compressible, and isentropic flow whose velocity field $(U, V)$ then admits a velocity potential $\phi$ and stream function $\psi$ such that $\nabla \phi = (U, V)$ and $\rho(\phi_x, \phi_y) = (\psi_y, -\psi_x)$. The equation for the stream function (or for perturbations in the velocity potential) can be linearized by a suitable hodograph transformation resulting in the equation

$$K(s)\tilde{\psi}_{\theta\theta} + \tilde{\psi}_{ss} = 0,$$

(6.1)

where $\tilde{\psi}$ is the rescaled stream function obtained by dividing by the product of critical speed and pressure, $s$ is a logarithmic rescaling of the flow speed, and $\theta$ is the flow angle (cf. [3, Section 3]). In the case of transonic flow, one has $K(s) \sim (1 + \gamma)s$ for $s \to 0$, where $\gamma > 1$ is the exponent in the adiabatic pressure-density relation, and hence (6.1) is a mixed-type equation whose type-change function is linear in $s$ and hence well approximated by the Tricomi equation $K(s) = s$ for nearly sonic speeds $s = 0$ after a trivial change of variables. Moreover, the Frankl problem (or the Tricomi problem in a limiting case) is the correct boundary value problem to solve in the hodograph plane for a transonic flow in a symmetric nozzle. The subcharacteristic arc $\Gamma_1$ corresponds to the jet boundary at the exit, which is a streamline for the flow, and the characteristic $BC$, on which no data is placed, corresponds to localizing the problem near the exit of the nozzle since, in general, downstream shocks form, and hence the hodograph method breaks down (cf. [9, Chapter 14]). Hence our uniqueness result in Theorem 4.2 gives qualitative information on this transonic flow problem without assuming that the jet boundary is monotone near the exit. Moreover, uniqueness theorems for such problems in the hodograph plane are the basis for showing nonexistence of continuous flows via perturbation methods, as was pioneered by Morawetz [20]. In addition, we note that the conservation laws we have obtained for the Tricomi equation resemble those obtained by Ovsiannikov (see [25, Section 5]) for the von Kármán
system

\[ U_y = V_x, \quad V_y = -UU_x, \] (6.2)

which gives a transonic approximation to the flow field \((U, V)\) in the physical plane under the hypothesis of a nearly horizontal flow (cf. [3, Section 4]). Ovsiiannikov has shown that the system (6.2) has a four-dimensional group of symmetries corresponding to translations in \(V\), an anisotropic dilation in \((U, V)\), and something like an inversion in \((U, V)\), plus the trivial irrotationality in the space variables \((x, y)\). Hence our result also suggests that after returning from the hodograph plane one should still have a four-dimensional group of symmetries, even if the flow is not assumed to be nearly horizontal.

Mixed-type equations of the form (1.1) also arise in geometric problems. In particular, in the paper of Lin [16] it is shown that the problem of locally isometrically embedding a two-dimensional surface whose Gauss curvature \(K\) changes sign into \(\mathbb{R}^3\) gives rise to nonlinear equations of mixed type. More precisely, given the first fundamental form \(I = Edu_1^2 + 2Fdu_1du_2 + Gdu_2^2\) in local coordinates near a point \(P\) on the surface, one seeks three functions \((x, y, z)(u_1, u_2)\) such that \(I = dx^2 + dy^2 + dz^2\) in a neighborhood of \(P\). If the curvature vanishes at \(P\), then each unknown component, for example, \(z\), satisfies a certain second-order Monge-Ampere equation. In the case where \(K\) changes sign cleanly at \(P\) \((K(P) = 0, \nabla K(P) \neq 0)\), after an inessential normalization and a suitable change of independent and dependent variables \((u, z) \mapsto (U, Z)\), one has the equation

\[ U_2ZU_1U_1 + ZU_2U_2 + \epsilon f(\epsilon, U, DZ, D^2Z) = 0, \] (6.3)

where \(\epsilon\) is a small stretching parameter and \(f\) is smooth in its arguments. Thus one has a small nonlinear perturbation of the linear Tricomi equation. If one relaxes the cleanness of the sign change in \(K\), one arrives at a more general mixed-type equation, where other positive powers of \(U_2\) are of particular interest as they can be used to describe the order of degeneration and result in a nonlinear Gellerstedt equation. Our experience suggests that the dilation multiplier should give rise to the needed estimates on the linearizations of (6.3) in order to extend Lin’s embedding result to surfaces whose curvature changes sign in a nonclean way. Similar considerations in higher dimension yield equations or systems of equations whose local forms are of type (1.1).

The linear operator in equation (1.1) is associated to a singular geometry on \(\mathbb{R}^{N+1}\) via the metric \(g\), which in global coordinates \((x, y)\) on \(\mathbb{R}^{N+1}\) is given by the matrix

\[ [g_{ij}] = \begin{bmatrix} K(y)^{-1}I_{N \times N} & 0 \\ 0 & 1 \end{bmatrix}, \] (6.4)

which gives, for \(K\) smooth and satisfying (1.2) and (1.3), a smooth Riemannian/Lorenzian metric on the upper/lower half-spaces which becomes singular on
the hyperplane $y = 0$. If one computes the associated Laplace-Beltrami operator/D’Alembertian in their respective half-planes, one arrives at the geometrically natural operator

$$\text{div}_g \circ \nabla_g = K(y) \Delta_x + \frac{N K'(y)}{2K(y)} \partial_y. \tag{6.5}$$

Hence the linear operator in (1.1) is the principal and everywhere smooth part of this geometric operator. Mixed signature metrics have received some attention in the context of quantum cosmology, beginning with the Hawking-Hartle no-boundary hypothesis, which, if true, implies that space-time evolved from a Riemannian past into a Lorentzian present, as well as models for tunnelling effects in quantum gravity (cf. [15, Chapters 3, 5]).

Finally, we note that, as happens for the Laplace and wave equations, the symmetry groups of Theorem 2.5 are strongly related to the conformal transformations with respect to the underlying geometric structure given above. In particular, after neglecting the trivial part of the symmetry group coming from the linearity and homogeneity, that is, the part generated by \{\omega^\alpha, \nu^\beta\}, the rest corresponds to a group of conformal transformations on the base space $\mathbb{R}^{N+1}$ endowed with the singular metric $g$ defined by (6.4). More precisely, away from the metric singularity in $y = 0$, one can check that the system of partial differential equations which defines the conformal Killing fields (the infinitesimal generators of a one-parameter group of conformal transformations) is equivalent to the subsystem depending only on $\xi$ and $\eta$ in the system that determines the symmetry group via formula (2.21). This subsystem appears in formulas (A.10)–(A.12) of the appendix. In dimension $N + 1 \geq 3$, the proof of Theorem 2.5 shows that this part of the system is finite-dimensional and spanned by the translations, dilations, and inversions above. Moreover, by knowing explicitly these conformal transformations, it is clear that they can be continued across $y = 0$ in a smooth way to form an $(N + 1 + N(N - 1)/2)$-dimensional group of conformal transformations even though the underlying metric is singular along $y = 0$. In dimension $N + 1 = 2$, the group is infinite-dimensional, but only a finite-dimensional subgroup corresponds to a symmetry group for (2.19). The connection between the full geometric operator (6.5) and such conformal groups will be discussed in a forthcoming note [26].

A. Appendix

In this appendix, we sketch the proof of Theorem 2.5. In order to apply the infinitesimal criteria of Lemma 2.4, we need to verify that the equation satisfies the needed nondegeneracy conditions. One thinks of equation (2.19) as defining a subvariety

$$\mathcal{S}_\mathcal{F} = \{(x, y; u^{(2)}): \mathcal{F}(x, y; u^{(2)}) = 0\} \subset \mathbb{R}^{N+1} \times \mathcal{U}^{(2)},$$
where for $m \in \mathbb{N}$, \( \mathcal{F} : \mathbb{R}^{N+1} \times \mathcal{U}^{(2)} \to \mathbb{R} \) is a smooth map defined by

\[
\mathcal{F}(x, y; u^{(2)}) = y^m \sum_{j=1}^{N} u_{x_j x_j} + u_{yy}
\]  

(A.1)

and \( \mathbb{R}^{N+1} \times \mathcal{U}^{(2)} \) is the 2-jet space of independent and dependent variables together with the second-order derivatives of the dependent variable up to order two, which for smooth solutions can be given coordinates

\[
\{(x, y; u^{(2)}) = (x, y; u_{x_i}, u_{x_i x_j}, u_{x_i y}, u_{yy}) : 1 \leq i \leq j \leq N\},
\]

which makes \( \mathbb{R}^{N+1} \times \mathcal{U}^{(2)} \simeq \mathbb{R}^{N+1} \times \mathbb{R} \times \mathbb{R}^{N+1} \times \mathbb{R}^{(N^2+4N+2)/2} \). One says that the differential equation (2.19) is \textit{nondegenerate} if it satisfies the following two conditions (cf. [24, Definitions 2.30, 2.70]).

(i) The equation is of \textit{maximal rank} in the sense that the Jacobian matrix \( J_{\mathcal{F}} \) of (A.1) satisfies

\[
\text{rank}(J_{\mathcal{F}}) = 1.
\]  

(A.2)

(ii) The equation is \textit{locally solvable} in the sense that for each fixed \( P_0 = (x_0, y_0; u^{(2)}_0) \in \mathbb{R}^{N+1} \times \mathcal{U}^{(2)} \), there exists a smooth solution \( u = f(x, y) \) to the equation in a neighborhood of \( P_0 \) with these prescribed values; that is,

\[
f^{(2)}(x_0, y_0) = u^{(2)}_0.
\]  

(A.3)

For equation (2.19), it follows easily that the equation is of maximal rank, since \( \mathcal{F}_{u_{yy}} = 1 \neq 0 \), and is locally solvable since a suitable polynomial solution \( f \) is easily constructed as a Taylor polynomial for the given data.

We may now apply Lemma 2.4 to construct the bases of the various infinitesimal symmetries of the theorem. The claim that the set of generators in parts (a) and (b) forms a Lie algebra with respect to the commutator bracket is a general fact for nondegenerate equations (cf. [24, Corollary 2.40, Proposition 4.16]). To construct the bases, one can use the general formula of Olver for the coefficients of the prolonged vector fields (cf. [24, Theorem 2.36]), and so the rest of the proof amounts to a sequence of lengthy calculations, which we briefly summarize.

\textit{Proof of Theorem 2.5(a)}

The second prolongation of a vector field \( \nu \) of the form (2.20) is given by

\[
\text{pr}^{(2)}(\nu) = \nu + \sum_{j=1}^{N} \phi^{x_j} \frac{\partial}{\partial u_{x_j}} + \phi^{y} \frac{\partial}{\partial u_{y}} + \sum_{j,k=1}^{N} \phi^{x_j x_k} \frac{\partial}{\partial u_{x_j x_k}} + \sum_{j=1}^{N} \phi^{x_j y} \frac{\partial}{\partial u_{x_j y}} + \phi^{yy} \frac{\partial}{\partial u_{yy}},
\]
where the coefficients $\phi^{x_j}$, $\phi^y$, and so on, are calculated via a general formula and the expressions $u_{x_j}$, $u_y$, and so on, represent the coordinates in the higher-order jet spaces. In particular, one finds that

\[ \phi^{x_jx_j} = \phi_{x_jx_j} + 2\phi_{x_ju}u_{x_j} + \phi_{uu}u^2_{x_j} + \phi_{u}u_{x_jx_j} \]

\[- \sum_{i=1}^{N} \left[ u_{x_i} \left( \zeta_{x_jx_j}^i + 2\zeta_{x_ju}^i u_{x_j} + \zeta_{uu}^i u^2_{x_j} + \zeta_{u}^i u_{x_jx_j} \right) \right] \]

\[- u_y \left( \eta_{x_jx_j} + 2\eta_{x_ju}u_{x_j} + \eta_{uu}u^2_{x_j} + \eta_{u}u_{x_jx_j} \right) \]

\[- 2 \sum_{i=1}^{N} u_{x_ix_j} \left( \zeta_{x_j}^i + \zeta_{x_ju}^i \right) - 2u_{x_jy} \left( \eta_{x_j} + \eta_{ux}u_{x_j} \right), \]

and one uses a similar form for $\phi^{yy}$, which are the only coefficients needed since equation (2.19) depends only on $y$, $u_{x_jx_j}$, $u_{yy}$. Applying (2.21) yields a polynomial in $u$, $Du$, $D^2u$ with coefficients that depend on $\xi$, $\eta$, $\phi$, and their partial derivatives up to order two. Equating this polynomial with zero, collecting monomials, substituting $-\frac{m}{2}ux$ for $u_{yy}$ whenever it appears, and eliminating redundant or trivial equations yields the following system for $(\xi, \eta, \phi)$ as functions of $(x, y, u)$:

\[ L\phi = y^m \sum_{j=1}^{N} \phi_{x_jx_j} + \phi_{yy} = 0, \] (A.4)

\[ L\zeta^i = y^m \sum_{j=1}^{N} \zeta_{x_jx_j}^i + \zeta_{yy}^i = 2y^m \phi_{x_iu}, \quad i = 1, \ldots, N, \] (A.5)

\[ L\eta = y^m \sum_{j=1}^{N} \eta_{x_jx_j} + \eta_{yy} = 2\phi_{uy}, \] (A.6)

\[ \zeta_{u}^i = 0, \] (A.7)

\[ y^m \eta_{u} = 0, \] (A.8)

\[ \phi_{uu} - 2\eta_{uy} = 0, \] (A.9)

\[ 2y^m \zeta_{x_i} - 2y^m \eta_{y} - my^{m-1}\eta = 0, \quad i = 1, \ldots, N, \] (A.10)

\[ y^m \left( \zeta_{x_j}^i + \zeta_{x_i}^j \right) = 0, \quad 1 \leq i < j \leq N, \] (A.11)

\[ y^m \eta_{x_i} + \zeta_{y}^i = 0, \quad i = 1, \ldots, N. \] (A.12)

Using (A.7)–(A.9) plus regularity, one finds that $\zeta^i$, $\eta$ are independent of $u$ and that $\phi = \alpha(x, y)u + \beta(x, y)$ is linear in $u$. In particular, since $u \equiv 0$ and $u \equiv 1$ are solutions, one sees that $\alpha$, $\beta$ must be solutions of equation (2.19) and that (A.4)–(A.6)
can be rewritten as
\begin{align}
L\alpha &= L\beta = 0, \\
L\xi^i &= 2y^m a_{xi}, \\
L\eta &= 2a_y,
\end{align}
(A.4′ - A.6′)

where $\beta$ is free to be any solution of (2.19). The rest of the calculation splits according to the spatial dimension.

**Case 1: Dimension $N \geq 2$.** In this case, one can show that the subsystem (A.10) – (A.12) has a finite-dimensional solution space given by
\begin{align}
\xi^i(x, y) &= a_0^i + a_1^i x_i + \sum_{j=1}^{N} a_{1j}^i x_j + a_{11}^i \left( -\frac{2}{(m+2)^2} y^{m+2} - \frac{1}{2} |x|^2 \right) \\
&\quad + x_i \sum_{j=1}^{N} a_{1j}^i x_j, \\
\eta(x, y) &= \frac{2}{m+2} a_1^i y + \sum_{j=1}^{N} \frac{2}{m+2} a_{1j}^i x_j y,
\end{align}
(A.13 - A.14)

where $\{a_0^i, a_1^i, a_{1j}^i, a_{11}^i\}$ are real coefficients. In fact, one can show that most higher-order derivatives vanish (such as $\eta_{x_1 x_i}$, $\xi^i_{x_k x_i}$ with $i \neq k$ and $\xi^i_{x_k x_i}$ with $i \neq j \neq k \neq i$ in the case $N \geq 3$) and that $\eta_{x_1 x_1} = \ldots = \eta_{x_N x_N}$, which is then used to show that $\xi^i, \eta$ are quadratic polynomials in $x$ with $y$ dependent coefficients. Inserting these polynomials into the subsystem and using the explicit smooth solutions to the equation
\begin{align}
2yg'(y) + mg(y) = 2Ay, \quad A \in \mathbb{R},
\end{align}
onceives at (A.13) and (A.14). In short, the argument is similar to that used in the classical computation for the (constant coefficient) wave operator, and the principal difficulty here is to allow for the $y$-dependence everywhere.

To finish the claim of part (a) in this case, one merely inserts (A.13) and (A.14) into (A.4′) – (A.6′) and calculates to find that
\begin{align}
\alpha = \alpha(x) = a_0 + \sum_{i=1}^{N} \frac{2 - N(m + 2)}{2(m+2)} a_{1i}^i x_i, \\
\end{align}
(A.15)

where $a_0$ is a new constant. Combining (A.13), (A.14), and (A.15) shows that the general vector field $v$ is a linear combination of the vector fields $v^u, v^\beta, v^T_i, v^R_i, v^I_i$ and the field
\begin{align}
\tilde{v}^D = v^D + \frac{N(m + 2) - 2}{2} v^u,
\end{align}
(A.16)
which gives a basis equivalent to that claimed in (2.29). The preferred basis (2.29) could be called a conservation law basis in light of parts (b) and (c) of the theorem.

Case 2: \( N = 1 \). Here, the subsystem (A.10)–(A.12) reduces to a pair of equations

\[
2y^m \xi_x - 2y^m \eta_y - my^{m-1} \eta = 0 = y^m \eta_x + \xi_y \tag{A.17}
\]

for two unknown functions in two variables and has an infinite-dimensional solution space. However, coupling (A.17) with (A.4′)–(A.6′) yields a finite-dimensional space of \( v \)'s as these relations constrain most higher-order derivatives of \( \xi, \eta, \alpha \) to vanish.

In particular, one finds that \( \alpha_y = \alpha_{xx} = 0 \) and hence that \( \eta_{yy} = \eta_{xx} = \xi_{xy} = \xi_{xxx} = 0 \). Using these reductions, one easily arrives at the basis \( \{ v^u, v^\beta, v^T, \tilde{v}^D, \tilde{v}^I \} \). This completes the proof of Theorem 2.5(a).

Proof of Theorem 2.5(b)
Here it is enough to note that having selected a vector field that generates a symmetry (from part (a)), one has the following formulas for the coefficients of the first prolongation \( pr^{(1)}v = v + \sum \phi^x i \partial x_i + \phi^y \partial y \):

\[
\phi^x i = a_{xj} u + \beta_{xj} + au_{xj} - \sum_{i=1}^{N} u_i \xi_{xj} - u_y \eta_{xj},
\]

and the formula is similar for \( \phi^y \). Applying formula (2.22), one finds a polynomial in \( (1, u, Du) \) which must vanish. One finds that \( \alpha \) and \( \beta \) must be constant and hence that \( a_{i1} = 0 \) and \( a_0 = a_{11} (2 - N(m + 2)) / (2(m + 2)) \). Thus no inversions are allowed, and the dilation \( \tilde{v}^D \) of (A.16) must be modified to \( v^D \). This gives the basis of generators, as claimed.

Proof of Theorem 2.5(c)
The fact that the set of infinitesimal divergence symmetries forms a vector space is obvious from the definition. Moreover, since every variational symmetry is a divergence symmetry (by taking \( B = (B_1, \ldots, B_N, B_{N+1}) = 0 \)), it remains only to check that the inversion symmetries (with \( v = v^I_k \)) and the trivial symmetries (with \( v = v^\beta \), where \( L\beta = 0 \)) are divergence symmetries while the trivial symmetry (with \( v = v^u \)) is not. For these three generators, formula (2.23) yields a polynomial in \( 1, u, Du \) whose vanishing cannot happen for \( v^u \), while for \( v^\beta \) with \( L\beta = 0 \) one can choose \( B = (y^m u \nabla_x \beta, u \beta_y) \) and for \( v^I_k \) one can choose

\[
B_j = \delta_{jk} \frac{2 - N(m + 2)}{4(m + 2)} y^m u^2, \quad j = 1, \ldots, N + 1.
\]
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